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VGAM-package Vector Generalized Linear and Additive Models and Other Associated
Models
Description

VGAM provides functions for fitting vector generalized linear and additive models (VGLMs and
VGAMs), and associated models (Reduced-rank VGLMs or RR-VGLMs, Doubly constrained RR-
VGLMs (DRR-VGLMs), Quadratic RR-VGLMs, Reduced-rank VGAMs). This package fits many
models and distributions by maximum likelihood estimation (MLE) or penalized MLE, under this
statistical framework. Also fits constrained ordination models in ecology such as constrained
quadratic ordination (CQO).

Details

This package centers on the iteratively reweighted least squares (IRLS) algorithm. Other key words
include Fisher scoring, additive models, reduced-rank regression, penalized likelihood, and con-
strained ordination. The central modelling functions are vglm, vgam, rrvglm, rcim, cqo, cao.
Function vglm operates very similarly to glm but is much more general, and many methods func-
tions such as coef and predict are available. The package uses S4 (see methods-package).

Some notable companion packages: (1) VGAMdata mainly contains data sets useful for illustrating
VGAM. Some of the big ones were initially from VGAM. Recently, some older VGAM family
functions have been shifted into this package. (2) VGAMextra written by Victor Miranda has
some additional VGAM family and link functions, with a bent towards time series models. (3)
svyVGAM provides design-based inference, e.g., to survey sampling settings. This is because the
weights argument of vglm can be assigned any positive values including survey weights.

Compared to other similar packages, such as gamlss and mgev, VGAM has more models imple-
mented (150+ of them) and they are not restricted to a location-scale-shape framework or (largely)
the 1-parameter exponential family. The general statistical framework behind it all, once grasped,
makes regression modelling unified. Some features of the package are: (i) many family functions
handle multiple responses; (ii) reduced-rank regression is available by operating on latent variables
(optimal linear combinations of the explanatory variables); (iii) basic automatic smoothing parame-
ter selection is implemented for VGAMS (sm. os and sm. ps with a call to magic), although it has to
be refined; (iv) smart prediction allows correct prediction of nested terms in the formula provided
smart functions are used.
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The GLM and GAM classes are special cases of VGLMs and VGAMs. The VGLM/VGAM frame-
work is intended to be very general so that it encompasses as many distributions and models as
possible. VGLMs are limited only by the assumption that the regression coefficients enter through
a set of linear predictors. The VGLM class is very large and encompasses a wide range of multivari-
ate response types and models, e.g., it includes univariate and multivariate distributions, categorical
data analysis, extreme values, correlated binary data, quantile and expectile regression, time series
problems. Potentially, it can handle generalized estimating equations, survival analysis, bioassay
data and nonlinear least-squares problems.

Crudely, VGAMs are to VGLMs what GAMs are to GLMs. Two types of VGAMs are implemented:
Ist-generation VGAMs with s use vector backfitting, while 2nd-generation VGAMs with sm. os
and sm. ps use O-splines and P-splines so have a direct solution (hence avoids backfitting) and have
automatic smoothing parameter selection. The former is older and is based on Yee and Wild (1996).
The latter is more modern (Yee, Somchit and Wild, 2024) but it requires a reasonably large number
of observations to work well because it is based on optimizing over a predictive criterion rather than
using a Bayesian approach.

An important feature of the framework is that of constraint matrices. They apportion the regression
coefficients according to each explanatory variable. For example, since each parameter has a link
function applied to it to turn it into a linear or additive predictor, does a covariate have an equal
effect on each parameter? Or no effect? Arguments such as zero, parallel and exchangeable,
are merely easy ways to have them constructed internally. Users may input them explicitly using
the constraint argument, and CM. symm@ etc. can make this easier.

Another important feature is implemented by xij. It allows different linear/additive predictors to
have a different values of the same explanatory variable, e.g., multinomial for the conditional logit
model and the like.

VGLMs with dimension reduction form the class of RR-VGLMs. This is achieved by reduced rank
regression. Here, a subset of the constraint matrices are estimated rather than being known and
prespecified. Optimal linear combinations of the explanatory variables are taken (creating latent
variables) which are used for fitting a VGLM. Thus the regression can be thought of as being in two
stages. The class of DRR-VGLM:s provides further structure to RR-VGLMs by allowing constraint
matrices to be specified for each column of A and row of C. Thus the reduced rank regression can
be fitted with greater control.

This package is the first to check for the Hauck-Donner effect (HDE) in regression models; see
hdeff. This is an aberration of the Wald statistics when the parameter estimates are too close to
the boundary of the parameter space. When present the p-value of a regression coefficient is biased
upwards so that a highly significant variable might be deemed nonsignificant. Thus the HDE can
create havoc for variable selection!

Somewhat related to the previous paragraph, hypothesis testing using the likelihood ratio test, Rao’s
score test (Lagrange multiplier test) and (modified) Wald’s test are all available; see summaryvglm.
For all regression coefficients of a model, taken one at a time, all three methods require further
IRLS iterations to obtain new values of the other regression coefficients after one of the coefficients
has had its value set (usually to 0). Hence the computation load is overall significant.

For a complete list of this package, use library(help = "VGAM"). New VGAM family functions
are continually being written and added to the package.



VGAM-package 15

Warning

This package is undergoing continual development and improvement, therefore users should treat
many things as subject to change. This includes the family function names, argument names, many
of the internals, moving some functions to VGAMdata, the use of link functions, and slot names.
For example, many link functions were renamed in 2019 so that they all end in "link", e.g.,
loglink() instead of loge (). Some future pain can be avoided by using good programming tech-
niques, e.g., using extractor functions such as coef (), weights(), vcov(), predict(). Although
changes are now less frequent, please expect changes in all aspects of the package. See the NEWS
file for a list of changes from version to version.

Author(s)
Thomas W. Yee, <t.yee@auckland.ac.nz>, with contributions from Victor Miranda and several
graduate students over the years, especially Xiangjie (Albert) Xue and Chanatda Somchit.

Maintainer: Thomas Yee <t.yee@auckland.ac.nz>.

References
Yee, T. W. (2015). Vector Generalized Linear and Additive Models: With an Implementation in R.
New York, USA: Springer.

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

Yee, T. W. and Stephenson, A. G. (2007). Vector generalized linear and additive extreme value
models. Extremes, 10, 1-19.

Yee, T. W. and Wild, C. J. (1996). Vector generalized additive models. Journal of the Royal
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Yee, T. W. (2010). The VGAM package for categorical data analysis. Journal of Statistical Soft-
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The website for the VGAM package and book is https://www.stat.auckland.ac.nz/~yee/.
There are some resources there, especially as relating to my book and new features added to VGAM.

Some useful background reference for the package include:
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Chambers, J. and Hastie, T. (1991). Statistical Models in S. Wadsworth & Brooks/Cole.

Green, P. J. and Silverman, B. W. (1994). Nonparametric Regression and Generalized Linear Mod-
els: A Roughness Penalty Approach. Chapman and Hall.

Hastie, T. J. and Tibshirani, R. J. (1990). Generalized Additive Models. Chapman and Hall.

See Also

vglm, vgam, rrvglm, rcim, cqo, TypicalVGAMfamilyFunction, CommonVGAMffArguments, Links,
hdeff, glm, Im, https://CRAN.R-project.org/package=VGAM.

Examples

# Example 1; proportional odds model

pneumo <- transform(pneumo, let = log(exposure.time))

(fit1 <- vglm(cbind(normal, mild, severe) ~ let, propodds, data = pneumo))
depvar(fit1) # Better than using fitl1@y; dependent variable (response)

weights(fit1, type = "prior”) # Number of observations
coef(fitl, matrix = TRUE) # p.179, in McCullagh and Nelder (1989)
constraints(fitl) # Constraint matrices

summary(fit1) # HDE could affect these results
summary (fit1, 1lrt@ = TRUE, score@ = TRUE, wald® = TRUE) # No HDE
hdeff(fit1) # Check for any Hauck-Donner effect

# Example 2; zero-inflated Poisson model

zdata <- data.frame(x2 = runif(nn <- 2000))

zdata <- transform(zdata, pstr@ = logitlink(-0.5 + 1%x2, inverse = TRUE),
lambda = loglink( ©.5 + 2*x2, inverse = TRUE))

zdata <- transform(zdata, y = rzipois(nn, lambda, pstr@ = pstro))

with(zdata, table(y))

fit2 <- vglm(y ~ x2, zipoisson, data = zdata, trace = TRUE)

coef(fit2, matrix = TRUE) # These should agree with the above values

# Example 3; fit a two species GAM simultaneously

fit3 <- vgam(cbind(agaaus, kniexc) ~ s(altitude, df = c(2, 3)),
binomialff(multiple.responses = TRUE), data = hunua)

coef(fit3, matrix = TRUE) # Not really interpretable

## Not run: plot(fit3, se = TRUE, overlay = TRUE, lcol = 3:4, scol = 3:4)

000 <- with(hunua, order(altitude))

with(hunua, matplot(altitude[ooo], fitted(fit3)[ooco, 1, type = "1",
lwd = 2, col = 3:4,
xlab = "Altitude (m)"”, ylab = "Probability of presence”, las = 1,
main = "Two plant species' response curves”, ylim = c(0, 0.8)))

with(hunua, rug(altitude))

## End(Not run)

# Example 4; LMS quantile regression

fit4 <- vgam(BMI ~ s(age, df = c(4, 2)), lms.bcn(zero = 1),
data = bmi.nz, trace = TRUE)

head(predict(fit4))
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head(fitted(fit4)
head(bmi.nz) # P
head(cdf (fit4))

## Not run: par(
gtplot(fit4, perc
xlim = c(1

ygrid <- seq(15,
par(mfrow = c(1,
aa <- deplot(fit4
main = "Densi
aa
aa <- deplot(fit4
aa <- deplot(fit4
Attac
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)

erson 1 is near the lower quartile among people his age

mfrow = c(1,1), bty = "1", mar = c(5,4,4,3)+0.1, xpd=TRUE)
entiles = ¢(5,50,90,99), main = "Quantiles”, las = 1,
5, 90), ylab = "BMI", 1lwd=2, lcol=4) # Quantile plot

43, len = 100) # BMI ranges

1), lwd = 2) # Density plot

, X0 = 20, y = ygrid, xlab = "BMI", col = "black”,

ty functions at Age=20 (black), 42 (red) and 55 (blue)")

, X0 = 42, y = ygrid, add = TRUE, 1lty
, X0 =55, y = ygrid, add = TRUE, 1lty
h = TRUE)

2, col = "red")
4, col "blue”,

aa@post$deplot # Contains density function values

## End(Not run)

# Example 5; GEV
(fit5 <- vglm(max
head(fitted(fit5)
coef (fit5, matrix
Coef (fith)

veov(fith)

vecov(fit5, untran
sqrt(diag(vcov(fi

distribution for extremes
temp ~ 1, gevff, data = oxtemp, trace = TRUE))

)
= TRUE)

sform = TRUE)
t5))) # Approximate standard errors

## Not run: rlplot(fit5)

ATA2A3

The A1A2A3 Blood Group System

Description

Estimates the three

Usage

independent parameters of the the A1A2A3 blood group system.

ATA2A3(link = "logitlink"”, inbreeding = FALSE, ip1 = NULL, ip2 = NULL, iF = NULL)

Arguments
link
inbreeding

ip1, ip2, iF

Link function applied to p1, p2 and f. See Links for more choices.
Logical. Is there inbreeding?

Optional initial value for p1, p2 and f.
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Details

The parameters p1 and p2 are probabilities, so that p3=1-p1-p2 is the third probability. The param-
eter f is the third independent parameter if inbreeding = TRUE. If inbreeding = FALSE then f =0
and Hardy-Weinberg Equilibrium (HWE) is assumed.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

The input can be a 6-column matrix of counts, with columns corresponding to AT1A1, ATA2, ATA3,
A2A2, A2A3, A3A3 (in order). Alternatively, the input can be a 6-column matrix of proportions (so
each row adds to 1) and the weights argument is used to specify the total number of counts for each
row.

Author(s)
T. W. Yee

References

Lange, K. (2002). Mathematical and Statistical Methods for Genetic Analysis, 2nd ed. New York:
Springer-Verlag.

See Also

AA.Aa.aa, AB.Ab.aB.ab, ABO, MNSs.

Examples

ymat <- cbind(108, 196, 429, 143, 513, 559)

fit <- vglm(ymat ~ 1, A1A2A3(link = probitlink), trace = TRUE, crit = "coef")

fit <- vglm(ymat ~ 1, ATA2A3(link = logitlink, ip1 = 0.3, ip2 = 0.3, iF = 0.02),
trace = TRUE, crit = "coef")

Coef(fit) # Estimated p1 and p2

rbind(ymat, sum(ymat) x fitted(fit))

sqrt(diag(vcov(fit)))

AA.Aa.aa The AA-Aa-aa Blood Group System

Description

Estimates the parameter of the AA-Aa-aa blood group system, with or without Hardy Weinberg
equilibrium.
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Usage
AA.Aa.aa(linkp = "logitlink"”, linkf = "logitlink", inbreeding = FALSE,
ipA = NULL, ifp = NULL, zero = NULL)
Arguments

linkp, linkf Link functions applied to pA and f. See Links for more choices.

ipA, ifp Optional initial values for pA and f.

inbreeding Logical. Is there inbreeding?

zero See CommonVGAMffArguments for information.
Details

This one or two parameter model involves a probability called pA. The probability of getting a
count in the first column of the input (an AA) is pA*pA. When inbreeding = TRUE, an additional
parameter f is used. If inbreeding = FALSE then f = 0 and Hardy-Weinberg Equilibrium (HWE)
is assumed. The EIM is used if inbreeding = FALSE.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning
Setting inbreeding = FALSE makes estimation difficult with non-intercept-only models. Currently,
this code seems to work with intercept-only models.

Note

The input can be a 3-column matrix of counts, where the columns are AA, Ab and aa (in order).
Alternatively, the input can be a 3-column matrix of proportions (so each row adds to 1) and the
weights argument is used to specify the total number of counts for each row.

Author(s)
T. W. Yee

References
Weir, B. S. (1996). Genetic Data Analysis II: Methods for Discrete Population Genetic Data,
Sunderland, MA: Sinauer Associates, Inc.

See Also

AB.Ab.aB.ab, ABO, ATA2A3, MNSs.
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Examples

y <- cbind(53, 95, 38)

fitl <- vglm(y ~ 1, AA.Aa.aa, trace = TRUE)

fit2 <- vglm(y ~ 1, AA.Aa.aa(inbreeding = TRUE), trace = TRUE)
rbind(y, sum(y) * fitted(fit1))

Coef(fit1) # Estimated pA

Coef (fit2) # Estimated pA and f

summary (fit1)

AB.Ab.aB.ab The AB-Ab-aB-ab Blood Group System

Description

Estimates the parameter of the AB-Ab-aB-ab blood group system.

Usage
AB.Ab.aB.ab(link = "logitlink”, init.p = NULL)

Arguments
link Link function applied to p. See Links for more choices.
init.p Optional initial value for p.

Details

This one parameter model involves a probability called p.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Note

The input can be a 4-column matrix of counts, where the columns are AB, Ab, aB and ab (in order).
Alternatively, the input can be a 4-column matrix of proportions (so each row adds to 1) and the
weights argument is used to specify the total number of counts for each row.

Author(s)
T. W. Yee

References

Lange, K. (2002). Mathematical and Statistical Methods for Genetic Analysis, 2nd ed. New York:
Springer-Verlag.
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See Also

AA.Aa.aa, ABO, ATA2A3, MNSs.

Examples

ymat <- cbind(AB=1997, Ab=906, aB=904, ab=32) # Data from Fisher (1925)
fit <- vglm(ymat ~ 1, AB.Ab.aB.ab(link = "identitylink”), trace = TRUE)
fit <- vglm(ymat ~ 1, AB.Ab.aB.ab, trace = TRUE)

rbind(ymat, sum(ymat)*fitted(fit))

Coef (fit) # Estimated p

p <- sqrt(4x(fitted(fit)[, 41))

p*p

summary (fit)

ABO The ABO Blood Group System

Description

Estimates the two independent parameters of the the ABO blood group system.

Usage

ABO(link.pA = "logitlink", link.pB = "logitlink"”, ipA = NULL, ipB = NULL,
ipO = NULL, zero = NULL)

Arguments
link.pA, link.pB
Link functions applied to pA and pB. See Links for more choices.

ipA, ipB, ip0O Optional initial value for pA and pB and pO. A NULL value means values are
computed internally.

zero Details at CommonVGAMffArguments.

Details

The parameters pA and pB are probabilities, so that pO=1-pA-pB is the third probability. The proba-
bilities pA and pB correspond to A and B respectively, so that pO is the probability for O. It is easier
to make use of initial values for pO than for pB. In documentation elsewhere I sometimes use pA=p,
pB=q, pO=r.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.
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Note

The input can be a 4-column matrix of counts, where the columns are A, B, AB, O (in order).
Alternatively, the input can be a 4-column matrix of proportions (so each row adds to 1) and the
weights argument is used to specify the total number of counts for each row.

Author(s)

T. W. Yee

References

Lange, K. (2002). Mathematical and Statistical Methods for Genetic Analysis, 2nd ed. New York:
Springer-Verlag.

See Also

AA.Aa.aa, AB.Ab.aB.ab, ATA2A3, MNSs.

Examples

ymat <- cbind(A = 725, B = 258, AB = 72, 0 = 1073) # Order matters, not the name
fit <- vglm(ymat ~ 1, ABO(link.pA = "identitylink"”,
link.pB = "identitylink"”), trace = TRUE,

crit = "coef")
coef(fit, matrix = TRUE)
Coef(fit) # Estimated pA and pB
rbind(ymat, sum(ymat) * fitted(fit))
sqrt(diag(vcov(fit)))

acat Ordinal Regression with Adjacent Categories Probabilities

Description

Fits an adjacent categories regression model to an ordered (preferably) factor response.

Usage
acat(link = "loglink", parallel = FALSE, reverse = FALSE,
zero = NULL, ynames = FALSE, Thresh = NULL, Trev = reverse,
Tref = if (Trev) "M" else 1, whitespace = FALSE)
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Arguments

link Link function applied to the ratios of the adjacent categories probabilities. See
Links for more choices.

parallel A logical, or formula specifying which terms have equal/unequal coefficients.

reverse Logical. By default, the linear/additive predictors used are 1; = log(P[Y =
j+1]/PlY =j]) forj=1,..., M. If reverse is TRUE then n; = log(P[Y =
jl/P[Y = j + 1]) will be used.

ynames See multinomial for information.

zero An integer-valued vector specifying which linear/additive predictors are mod-

elled as intercepts only. The values must be from the set {1,2,...,M}. See
CommonVGAMffArguments for more information.
Thresh, Trev, Tref

See cumulative for information. These arguments apply to ordinal categorical
regression models.

whitespace See CommonVGAMffArguments for information.
Details
In this help file the response Y is assumed to be a factor with ordered values 1,2,..., M + 1, so

that M is the number of linear/additive predictors 7;. By default, the log link is used because the
ratio of two probabilities is positive.

Internally, deriv3 is called to perform symbolic differentiation and consequently this family func-
tion will struggle if M becomes too large. If this occurs, try combining levels so that M is effec-
tively reduced. One idea is to aggregate levels with the fewest observations in them first.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Warning

No check is made to verify that the response is ordinal if the response is a matrix; see ordered.

Note

The response should be either a matrix of counts (with row sums that are all positive), or an ordered
factor. In both cases, the y slot returned by vglm/vgam/rrvglm is the matrix of counts.

For a nominal (unordered) factor response, the multinomial logit model (multinomial) is more
appropriate.

Here is an example of the usage of the parallel argument. If there are covariates x1, x2 and
x3, then parallel = TRUE ~ x1 + x2 -1 and parallel = FALSE ~ x3 are equivalent. This would
constrain the regression coefficients for x1 and x2 to be equal; those of the intercepts and x3 would
be different.
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Author(s)
Thomas W. Yee

References

Agresti, A. (2013). Categorical Data Analysis, 3rd ed. Hoboken, NJ, USA: Wiley.

Tutz, G. (2012). Regression for Categorical Data, Cambridge: Cambridge University Press.

Yee, T. W. (2010). The VGAM package for categorical data analysis. Journal of Statistical Soft-
ware, 32, 1-34. doi:10.18637/jss.v032.i10.

See Also

cumulative, cratio, sratio,multinomial, CM.equid, CommonVGAMffArguments, margeff, pneumo,
budworm, deriv3.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))

(fit <- vglm(cbind(normal, mild, severe) ~ let, acat, pneumo))
coef(fit, matrix = TRUE)

constraints(fit)

model .matrix(fit)

add1.vglm Add or Drop All Possible Single Terms to/from a Model

Description

Compute all the single terms in the scope argument that can be added to or dropped from the model,
fit those models and compute a table of the changes in fit.

Usage

## S3 method for class 'vglm'

add1(object, scope, test = c("none”, "LRT"), k =2, ...)

## S3 method for class 'vglm'

dropl1(object, scope, test = c("none”, "LRT"), k =2, ...)
Arguments

object a fitted vglm model object.

scope, k See drop1.glm.

test Same as drop1.glm but with fewer choices.

further arguments passed to or from other methods.


https://doi.org/10.18637/jss.v032.i10
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Details

These functions are a direct adaptation of add1.glm and drop1.glm for vglm-class objects. For
drop1 methods, a missing scope is taken to be all terms in the model. The hierarchy is respected
when considering terms to be added or dropped: all main effects contained in a second-order inter-
action must remain, and so on. In a scope formula . means ‘what is already there’.

Compared to add1.glm and drop1.glm these functions are simpler, e.g., there is no Cp, F and Rao
(score) tests, x and scale arguments. Most models do not have a deviance, however twice the
log-likelihood differences are used to test the significance of terms.

The default output table gives AIC, defined as minus twice log likelihood plus 2p where p is the rank
of the model (the number of effective parameters). This is only defined up to an additive constant
(like log-likelihoods).

Value

An object of class "anova" summarizing the differences in fit between the models.

Warning

In general, the same warnings in add1.glmand drop1.glmapply here. Furthermore, these functions
have not been rigorously tested for all models, so treat the results cautiously and please report any
bugs.

Care is needed to check that the constraint matrices of added terms are correct. Also, if object is of
the form vglm(..., constraints = list(x1 =cml, x2 = cm2)) then add1.vglm may fail because
the constraints argument needs to have the constaint matrices for all terms.

Note

Most VGAM family functions do not compute a deviance, but instead the likelihood function is
evaluated at the MLE. Hence a column name "Deviance” only appears for a few models; and
almost always there is a column labelled "logLik".

See Also

stepdvglm, vglm, extractAIC.vglm, trim.constraints, anova.vglm, backPain2, update.

Examples

data("backPain2", package = "VGAM")

summary (backPain2)

fitl <- vglm(pain ~ x2 + x3 + x4, propodds, data = backPain2)
coef(fit1)

add1(fit1, scope = ~ x2 * x3 * x4, test = "LRT")

drop1(fit1, test = "LRT")
fit2 <- vglm(pain ~ x2 * x3 * x4, propodds, data = backPain2)
drop1(fit2)
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AICv1m Akaike’s Information Criterion

Description

Calculates the Akaike information criterion for a fitted model object for which a log-likelihood
value has been obtained.

Usage
AICvlm(object, ..., corrected = FALSE, k = 2)
AICvgam(object, ..., k = 2)
AICrrvglm(object, ..., k = 2)
AICdrrvglm(object, ..., k = 2)
AICqrrvglm(object, ..., k = 2)
AICrrvgam(object, ..., k = 2)
Arguments
object Some VGAM object, for example, having class vglm-class.
Other possible arguments fed into logl ik in order to compute the log-likelihood.
corrected Logical, perform the finite sample correction?
k Numeric, the penalty per parameter to be used; the default is the classical AIC.
Details

The following formula is used for VGLMs: —2log-likelihood + knpq., Where nyq, represents the
number of parameters in the fitted model, and & = 2 for the usual AIC. One could assign k = log(n)
(n the number of observations) for the so-called BIC or SBC (Schwarz’s Bayesian criterion). This
is the function AICv1im().

This code relies on the log-likelihood being defined, and computed, for the object. When comparing
fitted objects, the smaller the AIC, the better the fit. The log-likelihood and hence the AIC is only
defined up to an additive constant.

Any estimated scale parameter (in GLM parlance) is used as one parameter.

For VGAMs and CAO the nonlinear effective degrees of freedom for each smoothed component is
used. This formula is heuristic. These are the functions AICvgam() and AICcao().

The finite sample correction is usually recommended when the sample size is small or when the
number of parameters is large. When the sample size is large their difference tends to be negligible.
The correction is described in Hurvich and Tsai (1989), and is based on a (univariate) linear model
with normally distributed errors.

Value

Returns a numeric value with the corresponding AIC (or BIC, or ..., depending on k).
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Warning

This code has not been double-checked. The general applicability of AIC for the VGLM/VGAM
classes has not been developed fully. In particular, AIC should not be run on some VGAM family
functions because of violation of certain regularity conditions, etc.

Note

AIC has not been defined for QRR-VGLMs, yet.

Using AIC to compare posbinomial models with, e.g., posbernoulli. tb models, requires posbinomial (omit.constant
= TRUE). See posbinomial for an example. A warning is given if it suspects a wrong omit.constant
value was used.

Where defined, AICc(. . .) is the same as AIC(..., corrected = TRUE).

Author(s)

T. W. Yee.

References

Hurvich, C. M. and Tsai, C.-L. (1989). Regression and time series model selection in small samples,
Biometrika, 76, 297-307.

See Also

VGLMs are described in vglm-class; VGAMs are described in vgam-class; RR-VGLMs are
described in rrvglm-class; AIC, BICvlm, TICvlm, drop1.vglm, extractAIC.vglm.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))
(fit1 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = TRUE, reverse = TRUE), data = pneumo))
coef (fitl, matrix = TRUE)
AIC(fit1)
AICc(fit1) # Quick way
AIC(fit1, corrected = TRUE) # Slow way
(fit2 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = FALSE, reverse = TRUE), data = pneumo))
coef (fit2, matrix = TRUE)
AIC(fit2)
AICc(fit2)
AIC(fit2, corrected = TRUE)



28 alaplace

alaplace Asymmetric Laplace Distribution Family Functions

Description

Maximum likelihood estimation of the 1, 2 and 3-parameter asymmetric Laplace distributions
(ALDs). The 2-parameter ALD may, with trepidation and lots of skill, sometimes be used as an
approximation of quantile regression.

Usage

alaplacel(tau = NULL, llocation = "identitylink",
ilocation = NULL, kappa = sqrt(tau/(1 - tau)), Scale.arg =1,
ishrinkage = 0.95, parallel.locat = TRUE ~ @, digt = 4,
idf.mu = 3, zero = NULL, imethod = 1)

alaplace2(tau = NULL, 1llocation = "identitylink”, lscale = "loglink",
ilocation = NULL, iscale = NULL, kappa = sqgrt(tau/(1 - tau)),
ishrinkage = 0.95,
parallel.locat TRUE ~ 0,
parallel.scale = FALSE ~ 0,
digt = 4, idf.mu = 3, imethod = 1, zero = "scale")

alaplace3(llocation = "identitylink”, lscale = "loglink",
lkappa = "loglink”, ilocation = NULL, iscale = NULL,
ikappa = 1, imethod = 1, zero = c("scale"”, "kappa"))

Arguments

tau, kappa Numeric vectors with 0 < 7 < 1 and K > 0. Most users will only specify
tau since the estimated location parameter corresponds to the 7th regression
quantile, which is easier to understand. See below for details.

llocation, lscale, lkappa
Character. Parameter link functions for location parameter &, scale parameter
o, asymmetry parameter . See Links for more choices. For example, the
argument 1location can help handle count data by restricting the quantiles to
be positive (use 1location = "loglink"). However, 1location is best left
alone since the theory only works properly with the identity link.

ilocation, iscale, ikappa
Optional initial values. If given, it must be numeric and values are recycled to
the appropriate length. The default is to choose the value internally.

parallel.locat, parallel.scale
See the parallel argument of CommonVGAMffArguments. These arguments ap-
ply to the location and scale parameters. It generally only makes sense for the
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scale parameters to be equal, hence set parallel.scale = TRUE. Note that as-
signing parallel.locat the value TRUE circumvents the seriously embarrass-
ing quantile crossing problem because all constraint matrices except for the in-
tercept correspond to a parallelism assumption.

imethod Initialization method. Either the value 1, 2, 3 or 4.

idf.mu Degrees of freedom for the cubic smoothing spline fit applied to get an initial
estimate of the location parameter. See vsmooth.spline. Used only when
imethod = 3.

ishrinkage How much shrinkage is used when initializing . The value must be between 0

and 1 inclusive, and a value of 0 means the individual response values are used,
and a value of 1 means the median or mean is used. This argument is used only
when imethod = 4. See CommonVGAMffArguments for more information.

Scale.arg The value of the scale parameter o. This argument may be used to compute
quantiles at different 7 values from an existing fitted alaplace2() model (prac-
tical only if it has a single value). If the model has parallel.locat = TRUE then
only the intercept need be estimated; use an offset. See below for an example.

digt Passed into Round as the digits argument for the tau values; used cosmetically
for labelling.
zero See CommonVGAMffArguments for more information. Where possible, the de-

fault is to model all the ¢ and « as an intercept-only term. See CommonVGAMffArguments
for more information.

Details

These VGAM family functions implement one variant of asymmetric Laplace distributions (ALDs)
suitable for quantile regression. Kotz et al. (2001) call it the ALD. Its density function is

o) = Y2 1 exp( ﬁw—a)

o 1+ K2 ok
fory <&, and
\/5 K \/511
f(y;§7o,n)=71+52 exp | —— ly —¢&|

for y > £. Here, the ranges are for all real y and &, positive o and positive x. The special case
k = 1 corresponds to the (symmetric) Laplace distribution of Kotz et al. (2001). The mean is
¢+ 0(1/k — k)/\/2 and the variance is 0%(1 4 x*)/(2x?). The enumeration of the linear/additive
predictors used for alaplace2() is the first location parameter followed by the first scale parameter,
then the second location parameter followed by the second scale parameter, etc. For alaplace3(),
only a vector response is handled and the last (third) linear/additive predictor is for the asymmetry
parameter.

It is known that the maximum likelihood estimate of the location parameter £ corresponds to the
regression quantile estimate of the classical quantile regression approach of Koenker and Bassett
(1978). An important property of the ALD is that P(Y < &) = 7 where 7 = x2/(1 + k2) so
that k = \/7/(1 — 7). Thus alaplace2() might be used as an alternative to rq in the quantreg
package, although scoring is really an unsuitable algorithm for estimation here.
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Both alaplacel() and alaplace2() can handle multiple responses, and the number of linear/additive
predictors is dictated by the length of tau or kappa. The functions alaplacel() and alaplace2()
can also handle multiple responses (i.e., a matrix response) but only with a single-valued tau or
kappa.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

In the extra slot of the fitted object are some list components which are useful, e.g., the sample
proportion of values which are less than the fitted quantile curves.

Warning

These functions are experimental and especially subject to change or withdrawal. The usual MLE
regularity conditions do not hold for this distribution so that misleading inferences may result, e.g.,
in the summary and vcov of the object. The 1-parameter ALD can be approximated by extlogF1
which has continuous derivatives and is recommended over alaplacel.

Care is needed with tau values which are too small, e.g., for count data with 11ocation = "loglink"
and if the sample proportion of zeros is greater than tau.

Note

These VGAM family functions use Fisher scoring. Convergence may be slow and half-stepping is
usual (although one can use trace = TRUE to see which is the best model and then use maxit to
choose that model) due to the regularity conditions not holding. Often the iterations slowly crawl
towards the solution so monitoring the convergence (set trace = TRUE) is highly recommended.
Instead, extlogF1 is recommended.

For large data sets it is a very good idea to keep the length of tau/kappa low to avoid large memory
requirements. Then for parallel.locat = FALSE one can repeatedly fit a model with alaplace1()
with one 7 at a time; and for parallel.locat = TRUE one can refit a model with alaplace1() with
one 7 at a time but using offsets and an intercept-only model.

A second method for solving the noncrossing quantile problem is illustrated below in Example 3.
This is called the accumulative quantile method (AQM) and details are in Yee (2015). It does not
make the strong parallelism assumption.

The functions alaplace2() and laplace differ slightly in terms of the parameterizations.

Author(s)

Thomas W. Yee

References

Koenker, R. and Bassett, G. (1978). Regression quantiles. Econometrica, 46, 33-50.

Kotz, S., Kozubowski, T. J. and Podgorski, K. (2001). The Laplace distribution and generaliza-
tions: a revisit with applications to communications, economics, engineering, and finance, Boston:
Birkhauser.
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See Also

ralap, laplace, extlogF1, CommonVGAMffArguments, Ims.bcn, amlnormal, sc.studentt2, simulate.vlm.

Examples

## Not run:

# Example 1: quantile regression with smoothing splines
set.seed(123); adata <- data.frame(x2 = sort(runif(n <- 500)))
mymu <- function(x) exp(-2 + 6*sin(2*x-0.2) / (x+@.5)"2)

adata <- transform(adata, y = rpois(n, lambda = mymu(x2)))
mytau <- c(0.25, 0.75); mydof <- 4

fit <- vgam(y ~ s(x2, df = mydof), data=adata, trace=TRUE, maxit = 900,
alaplace2(tau = mytau, llocat = "loglink",
parallel.locat = FALSE))
fitp <- vgam(y ~ s(x2, df = mydof), data = adata, trace=TRUE, maxit=900,
alaplace2(tau = mytau, llocat = "loglink”, parallel.locat = TRUE))

par(las = 1); mylwd <- 1.5
with(adata, plot(x2, jitter(y, factor = ©.5), col = "orange”,
main = "Example 1; green: parallel.locat = TRUE",
ylab = "y", pch = "0", cex = 0.75))
with(adata, matlines(x2, fitted(fit ), col = "blue”,
1ty = "solid”, lwd = mylwd))
with(adata, matlines(x2, fitted(fitp), col = "green”,
1ty = "solid”, 1lwd = mylwd))
finexgrid <- seq(@, 1, len = 1001)
for (ii in 1:length(mytau))
lines(finexgrid, gpois(p = mytau[ii], lambda = mymu(finexgrid)),
col = "blue”", 1lwd = mylwd)
fit@extra # Contains useful information

# Example 2: regression quantile at a new tau value from an existing fit
# Nb. regression splines are used here since it is easier.
fitp2 <- vglm(y ~ sm.bs(x2, df = mydof), data = adata, trace = TRUE,
alaplacel(tau = mytau, llocation = "loglink",
parallel.locat = TRUE))

newtau <- 0.5 # Want to refit the model with this tau value
fitp3 <- vglm(y ~ 1 + offset(predict(fitp2)[, 11),
alaplacel(tau = newtau, llocation = "loglink"), adata)
with(adata, plot(x2, jitter(y, factor = 0.5), col = "orange",
pch = "0", cex = 0.75, ylab = "y",
main = "Example 2; parallel.locat = TRUE"))
with(adata, matlines(x2, fitted(fitp2), col = "blue”,
1ty = 1, lwd = mylwd))
with(adata, matlines(x2, fitted(fitp3), col = "black”,
1ty = 1, lwd = mylwd))

# Example 3: noncrossing regression quantiles using a trick: obtain
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# successive solutions which are added to previous solutions; use a log
# link to ensure an increasing quantiles at any value of x.

mytau <- seq(@.2, 0.9, by = 0.1)

answer <- matrix(@, nrow(adata), length(mytau)) # Stores the quantiles
adata <- transform(adata, offsety = y*0)

usetau <- mytau

for (ii in 1:length(mytau)) {

# cat("\n\nii =", ii, "\n")
adata <- transform(adata, usey = y-offsety)
iloc <- ifelse(ii == 1, with(adata, median(y)), 1.0) # Well-chosen!

mydf <- ifelse(ii == 1, 5, 3) # Maybe less smoothing will help

fit3 <- vglm(usey ~ sm.ns(x2, df = mydf), data = adata, trace = TRUE,
alaplace2(tau = usetau[ii], 1lloc = "loglink"”, iloc = iloc))

answer[, ii] <- (if(ii == 1) 0 else answer[, ii-1]) + fitted(fit3)

adata <- transform(adata, offsety = answer[, ii])

}

# Plot the results.
with(adata, plot(x2, y, col = "blue”,
main = paste(”Noncrossing and nonparallel; tau ,
paste(mytau, collapse =", "))))
with(adata, matlines(x2, answer, col = "orange"”, 1ty

D))

# Zoom in near the origin.
with(adata, plot(x2, y, col = "blue”, xlim = c(0, 0.2), ylim = 0:1,
main = paste(”Noncrossing and nonparallel; tau =",

paste(mytau, collapse =", "))))
with(adata, matlines(x2, answer, col = "orange”, lty = 1))
## End(Not run)
alaplaceUC The Laplace Distribution

Description

Density, distribution function, quantile function and random generation for the 3-parameter asym-
metric Laplace distribution with location parameter location, scale parameter scale, and asym-
metry parameter kappa.

Usage

1, tau = 0.5, kappa = sqgrt(tau/(1-tau)),

dalap(x, location = @, scale
log = FALSE)
palap(q, location = @, scale

1, tau = 0.5, kappa = sqrt(tau/(1-tau)),
FALSE)

lower.tail = TRUE, log.p =
galap(p, location = @, scale = 1, tau = 0.5, kappa = sqrt(tau/(1-tau)),
lower.tail = TRUE, log.p = FALSE)

I ©

ralap(n, location = @, scale = 1, tau = 0.5, kappa = sqrt(tau/(1-tau)))
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Arguments

X, q vector of quantiles.

p vector of probabilities.

n number of observations. If length(n) > 1 then the length is taken to be the
number required.

location the location parameter &.

scale the scale parameter 0. Must consist of positive values.

tau the quantile parameter 7. Must consist of values in (0, 1). This argument is used
to specify kappa and is ignored if kappa is assigned.

kappa the asymmetry parameter . Must consist of positive values.

log if TRUE, probabilities p are given as log(p).

lower.tail, log.p
Same meaning as in pnorm or gnorm.

Details

There are many variants of asymmetric Laplace distributions (ALDs) and this one is known as the
ALD by Kotz et al. (2001). See alaplace3, the VGAM family function for estimating the three
parameters by maximum likelihood estimation, for formulae and details. The ALD density may be
approximated by dextlogF.

Value

dalap gives the density, palap gives the distribution function, galap gives the quantile function,
and ralap generates random deviates.

Author(s)
T. W. Yee and Kai Huang

References

Kotz, S., Kozubowski, T. J. and Podgorski, K. (2001). The Laplace distribution and generaliza-
tions: a revisit with applications to communications, economics, engineering, and finance, Boston:
Birkhauser.

See Also

alaplace3, dextlogF, extlogF1.

Examples

x <- seq(-5, 5, by = 0.01)

loc <- 0; sigma <- 1.5; kappa <- 2

## Not run: plot(x, dalap(x, loc, sigma, kappa = kappa), type = "1",
main = "Blue is density, orange is the CDF",
ylim = c(@, 1), sub = "Purple are 5, 10, ..., 95 percentiles”,
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las = 1, ylab = "", cex.main = 0.5, col = "blue")
abline(h = @, col = "blue”, 1ty = 2)
lines(galap(seq(@0.05, 0.95, by = 0.05), loc, sigma, kappa = kappa),
dalap(qalap(seq(@.05, 0.95, by = 0.05), loc, sigma, kappa = kappa),
loc, sigma, kappa = kappa), col="purple", 1ty=3, type = "h")
lines(x, palap(x, loc, sigma, kappa = kappa), type = "1", col = "orange")
abline(h = @, 1ty = 2)
## End(Not run)

pp <- seq(@.05, 0.95, by = 0.05) # Test two functions
max(abs(palap(galap(pp, loc, sigma, kappa = kappa),
loc, sigma, kappa = kappa) - pp)) # Should be 0

alogitlink Arcsine—Logit Link Mixtures

Description

Computes some arcsine—logit mixture link transformations, including their inverse and the first few
derivatives.

Usage

alogitlink(theta, bvalue = NULL, taumix.logit =1,
tol = 1e-13, nmax = 99, inverse = FALSE, deriv
short = TRUE, tag = FALSE, c10 = c(4, -pi))
lcalogitlink(theta, bvalue = NULL, pmix.logit = 0.01,
tol = 1e-13, nmax = 99, inverse = FALSE, deriv = 0,
short = TRUE, tag = FALSE, c10 = c(4, -pi))

1]
[

Arguments
theta Numeric or character. See below for further details.
bvalue See Links.

taumix.logit  Numeric, of length 1. Mixing parameter assigned to logitlink. Then 1 -
exp(-taumix.log * theta) is used to weight asinlink. Thus a O value will
result in logitlink and a very large numeric such as 1e4 should be roughly
equivalent to asinlink over almost all of the parameter space.

pmix.logit Numeric, of length 1. Mixing probability assigned to logitlink. Then 1 -
pmix.logit isused to weight asinlink. Thus a 0 value will resultin asinlink.
and 1 is equivalent to logitlink.

tol, nmax Arguments fed into a function implementing a vectorized bisection method.

inverse, deriv, short, tag
Details at Links.

clo See asinlink and logitlink.
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Details

lcalogitlink is a linear combination (LC) of asinlink and logitlink.

Value

The following holds for the LC variant. For deriv >= 0, (1 - pmix.logit) * asinlink(p, deriv
=deriv) + pmix.logit * logitlink(p, deriv =deriv) when inverse = FALSE, and if inverse
= TRUE then a nonlinear equation is solved for the probability, given eta. For deriv =1, then the
function returns d eta / d theta as a function of theta if inverse = FALSE, else if inverse = TRUE
then it returns the reciprocal.

Warning

The default values for taumix.logit and pmix.logit may change in the future. The name and
order of the arguments may change too.

Author(s)
Thomas W. Yee

References

Hauck, J. W. W. and A. Donner (1977). Wald’s test as applied to hypotheses in logit analysis.
Journal of the American Statistical Association, 72, 851-853.

See Also

asinlink, logitlink, Links, probitlink, clogloglink, cauchitlink, binomialff, sloglink,
hdeff, https://www.cia.gov/index.html.

Examples

p <- seq(0.01, 0.99, length= 10)
alogitlink(p)
max (abs(alogitlink(alogitlink(p), inv = TRUE) - p)) # 02

## Not run:

par(mfrow = c(2, 2), lwd = (mylwd <- 2))
y <- seq(-4, 4, length = 100)

p <- seq(0.01, .99, by = 0.01)

for (d in 0:1) {

matplot(p, cbind(logitlink(p, deriv = d), probitlink(p, deriv = d)),
type = "n", col = "blue”, ylab = "transformation”,
las = 1, main = if (d == @) "Some probability link functions”
else "First derivative")

lines(p, logitlink(p, deriv = d), col = "green")

lines(p, probitlink(p, deriv = d), col = "blue")

lines(p, clogloglink(p, deriv = d), col = "tan")

lines(p, alogitlink(p, deriv = d), col = "red3")

if (d ==0) {
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abline(v = 0.5, h = @0, 1ty = "dashed")
legend(@, 4.5, c("logitlink”, "probitlink”, "clogloglink”,
"alogitlink"), lwd = mylwd,
col = c("green”, "blue", "tan", "red3"))
} else
abline(v = 0.5, 1lwd = 0.5, col = "gray")
}
for (d in @) {
matplot(y, cbind( logitlink(y, deriv = d, inverse = TRUE),
probitlink(y, deriv = d, inverse = TRUE)),
type = "n", col = "blue”, xlab = "transformation”, ylab =
main = if (d == @) "Some inverse probability link functions”
else "First derivative”, las=1)
lines(y, logitlink(y, deriv = d, inverse = TRUE), col = "green")
lines(y, probitlink(y, deriv = d, inverse = TRUE), col = "blue")
lines(y, clogloglink(y, deriv = d, inverse = TRUE), col = "tan")
lines(y, alogitlink(y, deriv = d, inverse = TRUE), col = "red3")
if (d == 0) {
abline(h = 0.5, v =0, 1lwd = 0.5, col = "gray")
legend(-4, 1, c("logitlink”, "probitlink"”, "clogloglink”,
"alogitlink"), lwd = mylwd,
col = c("green”", "blue", "tan", "red3"))
}
}
par(lwd = 1)
## End(Not run)
altered Altered, Inflated, Truncated and Deflated Values in GAITD Regression

Description

Return the altered, inflated, truncated and deflated values in a GAITD regression object, else test

whether the model is altered, inflated, truncated or deflated.

Usage

altered(object, ...)
inflated(object, ...)
truncated(object, ...)
is.altered(object, ...)
is.deflated(object, ...)
is.inflated(object, ...)
is.truncated(object, ...)
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Arguments
object an object of class "vglm”. Currently only a GAITD regression object returns
valid results of these functions.
any additional arguments, to future-proof this function.
Details

Yee and Ma (2023) propose GAITD regression where values from four (or seven since there are
parametric and nonparametric forms) disjoint sets are referred to as special. These extractor func-

tions return one set each; they are the alter, inflate, truncate, deflate (and sometimes max . support)
arguments from the family function.

Value

Returns one type of ‘special’ sets associated with GAITD regression. This is a vector, else a list for
truncation. All three sets are returned by specialsvglm.

Warning

Some of these functions are subject to change. Only family functions beginning with "gaitd"” will
work with these functions, hence zipoisson fits will return FALSE or empty values.

References

Yee, T. W. and Ma, C. (2024). Generally altered, inflated, truncated and deflated regression. Statis-
tical Science, 39 (in press).

See Also

vglm, vglm-class, specialsvglm, gaitdpoisson, gaitdlog, gaitdzeta, Gaitdpois.

Examples

abdata <- data.frame(y = 0:7, w = c(182, 41, 12, 2, 2, @, @, 1))
fitl <- vglm(y ~ 1, gaitdpoisson(a.mix = 0),
data = abdata, weight = w, subset = w > 0)
specials(fit1) # All three sets
altered(fit1) # Subject to change
inflated(fit1) # Subject to change
truncated(fit1) # Subject to change
is.altered(fit1)
is.inflated(fit1)
is.truncated(fit1)
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amlbinomial

Binomial Logistic Regression by Asymmetric Maximum Likelihood
Estimation

Description

Binomial quantile regression estimated by maximizing an asymmetric likelihood function.

Usage

amlbinomial(w.aml = 1, parallel = FALSE, digw = 4, link = "logitlink")

Arguments

w.aml

parallel

digw

link

Details

Numeric, a vector of positive constants controlling the percentiles. The larger
the value the larger the fitted percentile value (the proportion of points below
the “w-regression plane”). The default value of unity results in the ordinary
maximum likelihood (MLE) solution.

If w. aml has more than one value then this argument allows the quantile curves
to differ by the same amount as a function of the covariates. Setting this to be
TRUE should force the quantile curves to not cross (although they may not cross
anyway). See CommonVGAMffArguments for more information.

Passed into Round as the digits argument for the w.aml values; used cosmeti-
cally for labelling.

See binomialff.

The general methodology behind this VGAM family function is given in Efron (1992) and full
details can be obtained there. This model is essentially a logistic regression model (see binomialff)
but the usual deviance is replaced by an asymmetric squared error loss function; it is multiplied by
w.aml for positive residuals. The solution is the set of regression coefficients that minimize the
sum of these deviance-type values over the data set, weighted by the weights argument (so that it
can contain frequencies). Newton-Raphson estimation is used here.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such

as vglm and vgam.

Warning

If w.aml has more than one value then the value returned by deviance is the sum of all the
(weighted) deviances taken over all the w.aml values. See Equation (1.6) of Efron (1992).
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Note

On fitting, the extra slot has list components "w.aml" and "percentile”. The latter is the percent
of observations below the “w-regression plane”, which is the fitted values. Also, the individual
deviance values corresponding to each element of the argument w.aml is stored in the extra slot.

For amlbinomial objects, methods functions for the generic functions qtplot and cdf have not
been written yet.

See amlpoisson about comments on the jargon, e.g., expectiles etc.

In this documentation the word guantile can often be interchangeably replaced by expectile (things
are informal here).

Author(s)
Thomas W. Yee

References

Efron, B. (1992). Poisson overdispersion estimates based on the method of asymmetric maximum
likelihood. Journal of the American Statistical Association, 87, 98—107.

See Also

amlpoisson, amlexponential, amlnormal, extlogF1, alaplacel, denorm.

Examples

# Example: binomial data with lots of trials per observation
set.seed(1234)
sizevec <- rep(100, length = (nn <- 200))
mydat <- data.frame(x = sort(runif(nn)))
mydat <- transform(mydat,
prob = logitlink(-@ + 2.5%x + x*2, inverse = TRUE))

mydat <- transform(mydat, y = rbinom(nn, size = sizevec, prob = prob))
(fit <- vgam(cbind(y, sizevec - y) ~ s(x, df = 3),

amlbinomial(w = c(@.01, 0.2, 1, 5, 60)),

mydat, trace = TRUE))

fit@extra

## Not run:
par(mfrow = c(1,2))
# Quantile plot
with(mydat, plot(x, jitter(y), col = "blue"”, las = 1, main =
paste(paste(round(fit@extra$percentile, digits = 1), collapse = ", "),
"percentile-expectile curves”)))
with(mydat, matlines(x, 100 * fitted(fit), lwd = 2, col = "blue”, lty=1))

# Compare the fitted expectiles with the quantiles
with(mydat, plot(x, jitter(y), col = "blue"”, las = 1, main =
paste(paste(round(fit@extra$percentile, digits = 1), collapse = ", "),
"percentile curves are red")))
with(mydat, matlines(x, 100 * fitted(fit), lwd = 2, col = "blue”, lty = 1))
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for (ii in fit@extra$percentile)
with(mydat, matlines(x, 100 *
gbinom(p = ii/100, size = sizevec, prob = prob) / sizevec,

## End(Not run)

col = "red”, 1lwd = 2, 1ty = 1))

amlexponential

Exponential Regression by Asymmetric Maximum Likelihood Estima-
tion

Description

Exponential expectile regression estimated by maximizing an asymmetric likelihood function.

Usage

amlexponential(w.aml = 1, parallel = FALSE, imethod = 1, digw = 4,

Arguments

w.aml

parallel

imethod

digw

link

Details

link = "loglink™)

Numeric, a vector of positive constants controlling the expectiles. The larger the
value the larger the fitted expectile value (the proportion of points below the “w-
regression plane”). The default value of unity results in the ordinary maximum
likelihood (MLE) solution.

If w. aml has more than one value then this argument allows the quantile curves
to differ by the same amount as a function of the covariates. Setting this to be
TRUE should force the quantile curves to not cross (although they may not cross
anyway). See CommonVGAMffArguments for more information.

Integer, either 1 or 2 or 3. Initialization method. Choose another value if con-
vergence fails.

Passed into Round as the digits argument for the w.aml values; used cosmeti-
cally for labelling.

See exponential and the warning below.

The general methodology behind this VGAM family function is given in Efron (1992) and full
details can be obtained there.

This model is essentially an exponential regression model (see exponential) but the usual deviance
is replaced by an asymmetric squared error loss function; it is multiplied by w.aml for positive
residuals. The solution is the set of regression coefficients that minimize the sum of these deviance-
type values over the data set, weighted by the weights argument (so that it can contain frequencies).
Newton-Raphson estimation is used here.
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Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning
Note that the 1ink argument of exponential and amlexponential are currently different: one is
the rate parameter and the other is the mean (expectile) parameter.

If w.aml has more than one value then the value returned by deviance is the sum of all the
(weighted) deviances taken over all the w.aml values. See Equation (1.6) of Efron (1992).

Note

On fitting, the extra slot has list components "w.aml” and "percentile”. The latter is the percent
of observations below the “w-regression plane”, which is the fitted values. Also, the individual
deviance values corresponding to each element of the argument w. aml is stored in the extra slot.

For amlexponential objects, methods functions for the generic functions qtplot and cdf have not
been written yet.

See amlpoisson about comments on the jargon, e.g., expectiles etc.

In this documentation the word guantile can often be interchangeably replaced by expectile (things
are informal here).

Author(s)
Thomas W. Yee

References

Efron, B. (1992). Poisson overdispersion estimates based on the method of asymmetric maximum
likelihood. Journal of the American Statistical Association, 87, 98—107.

See Also

exponential, amlbinomial, amlpoisson, amlnormal, extlogF1, alaplacel, lms.bcg, deexp.

Examples

nn <- 2000
mydat <- data.frame(x = seq(@, 1, length = nn))
mydat <- transform(mydat,
mu = loglink(-@ + 1.5%x + @.2%*x*2, inverse = TRUE))
mydat <- transform(mydat, mu = loglink(@ - sin(8*x), inverse = TRUE))
mydat <- transform(mydat, y = rexp(nn, rate = 1/mu))
(fit <- vgam(y ~ s(x, df=5), amlexponential(w=c(@.001, 0.1, 0.5, 5, 60)),
mydat, trace = TRUE))
fit@extra

## Not run: # These plots are against the sqrt scale (to increase clarity)
par(mfrow = c(1,2))
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# Quantile plot

amlInormal

with(mydat, plot(x, sqrt(y), col = "blue", las = 1, main =
paste(paste(round(fit@extra$percentile, digits = 1), collapse=", "),
"percentile-expectile curves")))
with(mydat, matlines(x, sqrt(fitted(fit)), lwd = 2, col = "blue”, lty=1))

# Compare the fitted expectiles with the quantiles
with(mydat, plot(x, sqrt(y), col = "blue", las = 1, main =
paste(paste(round(fit@extra$percentile, digits = 1), collapse=", "),
"percentile curves are orange”)))
with(mydat, matlines(x, sqrt(fitted(fit)), lwd = 2, col = "blue”, lty=1))

for (ii in fit@extra$percentile)
with(mydat, matlines(x, sqrt(gexp(p = ii/100, rate = 1/mu)),

## End(Not run)

col = "orange"))

amlnormal

Asymmetric Least Squares Quantile Regression

Description

Asymmetric least squares, a special case of maximizing an asymmetric likelihood function of a
normal distribution. This allows for expectile/quantile regression using asymmetric least squares

error loss.

Usage

amlnormal(w.aml = 1, parallel = FALSE, lexpectile = "identitylink”,
iexpectile = NULL, imethod = 1, digw = 4)

Arguments

w.aml

parallel

Numeric, a vector of positive constants controlling the percentiles. The larger
the value the larger the fitted percentile value (the proportion of points below
the “w-regression plane”). The default value of unity results in the ordinary
least squares (OLS) solution.

If w. aml has more than one value then this argument allows the quantile curves
to differ by the same amount as a function of the covariates. Setting this to be
TRUE should force the quantile curves to not cross (although they may not cross
anyway). See CommonVGAMffArguments for more information.

lexpectile, iexpectile

imethod

digw

See CommonVGAMffArguments for more information.

Integer, either 1 or 2 or 3. Initialization method. Choose another value if con-
vergence fails.

Passed into Round as the digits argument for the w.aml values; used cosmeti-
cally for labelling.
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Details

This is an implementation of Efron (1991) and full details can be obtained there. Equation numbers
below refer to that article. The model is essentially a linear model (see 1m), however, the asymmetric
squared error loss function for a residual r is 72 if » < 0 and wr? if 7 > 0. The solution is the set of
regression coefficients that minimize the sum of these over the data set, weighted by the weights
argument (so that it can contain frequencies). Newton-Raphson estimation is used here.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Note

On fitting, the extra slot has list components "w.aml"” and "percentile”. The latter is the percent
of observations below the “w-regression plane”, which is the fitted values.

One difficulty is finding the w.aml value giving a specified percentile. One solution is to fit the
model within a root finding function such as uniroot; see the example below.

For amlnormal objects, methods functions for the generic functions gtplot and cdf have not been
written yet.

See the note in amlpoisson on the jargon, including expectiles and regression quantiles.

The deviance slot computes the total asymmetric squared error loss (2.5). If w.aml has more than
one value then the value returned by the slot is the sum taken over all the w.aml values.

This VGAM family function could well be renamed amlnormal () instead, given the other function
names amlpoisson, amlbinomial, etc.

In this documentation the word guantile can often be interchangeably replaced by expectile (things
are informal here).

Author(s)
Thomas W. Yee

References

Efron, B. (1991). Regression percentiles using asymmetric squared error loss. Statistica Sinica, 1,
93-125.

See Also

amlpoisson, amlbinomial, amlexponential, bmi.nz, extlogF1, alaplacel, denorm, Ims.bcn
and similar variants are alternative methods for quantile regression.

Examples

## Not run:

# Example 1

000 <- with(bmi.nz, order(age))

bmi.nz <- bmi.nz[ooo, 1 # Sort by age
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(fit <- vglm(BMI ~ sm.bs(age), amlnormal(w.aml = @.1), bmi.nz))
fit@extra # Gives the w value and the percentile
coef(fit, matrix = TRUE)

# Quantile plot
with(bmi.nz, plot(age, BMI, col = "blue"”, main =
paste(round(fit@extra$percentile, digits = 1),
"expectile-percentile curve")))
with(bmi.nz, lines(age, c(fitted(fit)), col = "black"))

# Example 2

# Find the w values that give the 25, 50 and 75 percentiles

find.w <- function(w, percentile = 50) {
fit2 <- vglm(BMI ~ sm.bs(age), amlnormal(w = w), data = bmi.nz)
fit2@extra$percentile - percentile

}

# Quantile plot

with(bmi.nz, plot(age, BMI, col = "blue”, las = 1, main

"25, 50 and 75 expectile-percentile curves”))

for (myp in c(25, 50, 75)) {

# Note: uniroot() can only find one root at a time
bestw <- uniroot(f = find.w, interval = c(1/10%4, 10*4),

percentile = myp)

fit2 <- vglm(BMI ~ sm.bs(age), amlnormal(w = bestw$root), bmi.nz)
with(bmi.nz, lines(age, c(fitted(fit2)), col = "orange"))

3

# Example 3; this is Example 1 but with smoothing splines and

# a vector w and a parallelism assumption.

000 <- with(bmi.nz, order(age))

bmi.nz <- bmi.nz[ooo, ] # Sort by age

fit3 <- vgam(BMI ~ s(age, df = 4), data = bmi.nz, trace = TRUE,
amlnormal(w = c(@.1, 1, 10), parallel = TRUE))

fit3@extra # The w values, percentiles and weighted deviances

# The linear components of the fit; not for human consumption:
coef(fit3, matrix = TRUE)

# Quantile plot
with(bmi.nz, plot(age, BMI, col="blue"”, main =
paste(paste(round(fit3@extra$percentile, digits = 1), collapse = ", "),
"expectile-percentile curves”)))
with(bmi.nz, matlines(age, fitted(fit3), col
with(bmi.nz, lines(age, c(fitted(fit )), col

1:fit3@extras$M, lwd = 2))
"black”)) # For comparison

## End(Not run)

amlpoisson Poisson Regression by Asymmetric Maximum Likelihood Estimation
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Poisson quantile regression estimated by maximizing an asymmetric likelihood function.

Usage

amlpoisson(w.aml = 1, parallel = FALSE, imethod = 1, digw = 4,

Arguments

w.aml

parallel

imethod

digw

link

Details

link = "loglink")

Numeric, a vector of positive constants controlling the percentiles. The larger
the value the larger the fitted percentile value (the proportion of points below
the “w-regression plane”). The default value of unity results in the ordinary
maximum likelihood (MLE) solution.

If w. aml has more than one value then this argument allows the quantile curves
to differ by the same amount as a function of the covariates. Setting this to be
TRUE should force the quantile curves to not cross (although they may not cross
anyway). See CommonVGAMffArguments for more information.

Integer, either 1 or 2 or 3. Initialization method. Choose another value if con-
vergence fails.

Passed into Round as the digits argument for the w.aml values; used cosmeti-
cally for labelling.

See poissonff.

This method was proposed by Efron (1992) and full details can be obtained there.

The model is essentially a Poisson regression model (see poissonff) but the usual deviance is
replaced by an asymmetric squared error loss function; it is multiplied by w.aml! for positive resid-
uals. The solution is the set of regression coefficients that minimize the sum of these deviance-type
values over the data set, weighted by the weights argument (so that it can contain frequencies).
Newton-Raphson estimation is used here.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such

as vglmand vgam.

Warning

If w.aml has more than one value then the value returned by deviance is the sum of all the
(weighted) deviances taken over all the w.aml values. See Equation (1.6) of Efron (1992).
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Note

On fitting, the extra slot has list components "w.aml"” and "percentile”. The latter is the percent
of observations below the “w-regression plane”, which is the fitted values. Also, the individual
deviance values corresponding to each element of the argument w. aml is stored in the extra slot.

For amlpoisson objects, methods functions for the generic functions qtplot and cdf have not been
written yet.

About the jargon, Newey and Powell (1987) used the name expectiles for regression surfaces ob-
tained by asymmetric least squares. This was deliberate so as to distinguish them from the original
regression quantiles of Koenker and Bassett (1978). Efron (1991) and Efron (1992) use the general
name regression percentile to apply to all forms of asymmetric fitting. Although the asymmetric
maximum likelihood method very nearly gives regression percentiles in the strictest sense for the
normal and Poisson cases, the phrase quantile regression is used loosely in this VGAM documen-
tation.

In this documentation the word guantile can often be interchangeably replaced by expectile (things
are informal here).

Author(s)
Thomas W. Yee

References

Efron, B. (1991). Regression percentiles using asymmetric squared error loss. Statistica Sinica, 1,
93-125.

Efron, B. (1992). Poisson overdispersion estimates based on the method of asymmetric maximum
likelihood. Journal of the American Statistical Association, 87, 98—107.

Koenker, R. and Bassett, G. (1978). Regression quantiles. Econometrica, 46, 33-50.

Newey, W. K. and Powell, J. L. (1987). Asymmetric least squares estimation and testing. Econo-
metrica, 55, 819-847.

See Also

amlnormal, amlbinomial, extlogF1, alaplacel.

Examples

set.seed(1234)

mydat <- data.frame(x = sort(runif(nn <- 200)))

mydat <- transform(mydat, y = rpois(nn, exp(@ - sin(8+*x))))

(fit <- vgam(y ~ s(x), fam = amlpoisson(w.aml = c(0.02, 0.2, 1, 5, 50)),
mydat, trace = TRUE))

fit@extra

## Not run:
# Quantile plot
with(mydat, plot(x, jitter(y), col = "blue”, las = 1, main =
paste(paste(round(fit@extra$percentile, digits = 1), collapse = ", "),
"percentile-expectile curves”)))
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with(mydat, matlines(x, fitted(fit), lwd = 2))

## End(Not run)

anova.vglm

Analysis of Deviance for Vector Generalized Linear Model Fits

Description

Compute an analysis of deviance table for one or more vector generalized linear model fits.

Usage

## S3 method for class 'vglm'

anova(object,

., type = c("11", "1", "III", 2, 1, 3),

test = c("LRT", "none"), trydev = TRUE, silent = TRUE)

Arguments

object, ...

type

test

trydev

silent

Details

objects of class vglm, typically the result of a call to vglm, or a list of objects
for the "vglmlist” method. Each model must have an intercept term. If
"vglmlist” is used then type = 1 or type = "I" must be specified.

character or numeric; any one of the (effectively three) choices given. Note that
anova.glmhas 1 or "I" as its default; and that Anova.glm() in car (that is, the
car package) has 2 or "I1" as its default (and allows for type = "III"), so one
can think of this function as a combination of anova.glm and Anova.glm() in
car, but with the default of the latter. See Details below for more information.

a character string, (partially) matching one of "LRT" and "none”. In the future
it is hoped that "Rao” be also supported, to conduct score tests. The first value
is the default.

logical; if TRUE then the deviance is used if possible. Note that only a few
VGAM family functions have a deviance that is defined and implemented. Set-
ting it FALSE means the log-likelihood will be used.

logical; if TRUE then any warnings will be suppressed. These may arise by IRLS
iterations not converging during the fitting of submodels. Setting it FALSE means
that any warnings are given.

anova.vglmis intended to be similar to anova. glm so specifying a single object and type = 1 gives
a sequential analysis of deviance table for that fit. By analysis of deviance, it is meant loosely that
if the deviance of the model is not defined or implemented, then twice the difference between the
log-likelihoods of two nested models remains asymptotically chi-squared distributed with degrees
of freedom equal to the difference in the number of parameters of the two models. Of course, the
usual regularity conditions are assumed to hold. For Type I, the analysis of deviance table has the
reductions in the residual deviance as each term of the formula is added in turn are given in as the
rows of a table, plus the residual deviances themselves. Type I or sequential tests (as in anova.glm).
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are computationally the easiest of the three methods. For this, the order of the terms is important,
and the each term is added sequentially from first to last.

The Anova() function in car allows for testing Type Il and Type III (SAS jargon) hypothesis tests,
although the definitions used are not precisely that of SAS. As car notes, Type I rarely test interest-
ing hypotheses in unbalanced designs. Type III enter each term last, keeping all the other terms in
the model.

Type 1I tests, according to SAS, add the term after all other terms have been added to the model
except terms that contain the effect being tested; an effect is contained in another effect if it can be
derived by deleting variables from the latter effect. Type II tests are currently the default.

As in anova.glm, but not as Anova.glm() in car, if more than one object is specified, then the
table has a row for the residual degrees of freedom and deviance for each model. For all but the first
model, the change in degrees of freedom and deviance is also given. (This only makes statistical
sense if the models are nested.) It is conventional to list the models from smallest to largest, but this
is up to the user. It is necessary to have type = 1 with more than one objects are specified.

See anova. glm for more details and warnings. The VGAM package now implements full likelihood
models only, therefore no dispersion parameters are estimated.

Value

An object of class "anova" inheriting from class "data.frame".

Warning

See anova.glm. Several VGAM family functions implement distributions which do not satisfying
the usual regularity conditions needed for the LRT to work. No checking or warning is given for
these.

As car says, be careful of Type III tests because they violate marginality. Type II tests (the default)
do not have this problem.

Note

It is possible for this function to stop when type = 2 or 3, e.g., anova(vglm(cans ~ myfactor,
poissonff, data =boxcar)) where myfactor is a factor.

The code was adapted directly from anova.glm and Anova.glm() in car by T. W. Yee. Hence the
Type II and Type III tests do not correspond precisely with the SAS definition.

See Also

anova.glm, stat.anova, stats:::print.anova, Anova.glm() in car if car is installed, vglm,
lrtest, add1.vglm,dropl.vglm, 1Irt.stat.vlm, score.stat.vlim,wald.stat.vlm, backPain2,
update.

Examples

# Example 1: a proportional odds model fitted to pneumo.

set.seed(1)

pneumo <- transform(pneumo, let = log(exposure.time), x3 = runif(8))
fit1 <- vglm(cbind(normal, mild, severe) ~ let , propodds, pneumo)
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fit2 <- vglm(cbind(normal, mild, severe) ~ let + x3, propodds, pneumo)
fit3 <- vglm(cbind(normal, mild, severe) ~ let + x3, cumulative, pneumo)
anova(fitl, fit2, fit3, type = 1) # Remember to specify 'type'!!
anova(fit2)

anova(fit2, type = "I")

anova(fit2, type = "III")

# Example 2: a proportional odds model fitted to backPain2.
data("backPain2", package = "VGAM")

summary (backPain2)

fitlogit <- vglm(pain ~ x2 * x3 * x4, propodds, data = backPain2)
coef(fitlogit)

anova(fitlogit)

anova(fitlogit, type = "I")

anova(fitlogit, type = "III")

AR1 Autoregressive Process with Order-1 Family Function

Description

Maximum likelihood estimation of the three-parameter AR-1 model

Usage

AR1(ldrift = "identitylink”, 1sd = "loglink", lvar = "loglink", lrho = "rhobitlink”,
idrift = NULL, isd = NULL, ivar = NULL, irho = NULL, imethod =1,
ishrinkage = 0.95, type.likelihood = c("exact”, "conditional"”),
type.EIM = c("exact”, "approximate"), var.arg = FALSE, nodrift = FALSE,
print.EIM = FALSE, zero = c(if (var.arg) "var" else "sd”, "rho"))

Arguments

ldrift, 1sd, lvar, lrho
Link functions applied to the scaled mean, standard deviation or variance, and
correlation parameters. The parameter drift is known as the drift, and it is a
scaled mean. See Links for more choices.

idrift, isd, ivar, irho
Optional initial values for the parameters. If failure to converge occurs then
try different values and monitor convergence by using trace = TRUE. For a S-
column response, these arguments can be of length S, and they are recycled
by the columns first. A value NULL means an initial value for each response is
computed internally.

ishrinkage, imethod, zero
See CommonVGAMffArguments for more information. The default for zero as-
sumes there is a drift parameter to be estimated (the default for that argument),
so if a drift parameter is suppressed and there are covariates, then zero will need
to be assigned the value 1 or 2 or NULL.
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var.arg Same meaning as uninormal.
nodrift Logical, for determining whether to estimate the drift parameter. The default is
to estimate it. If TRUE, the drift parameter is set to 0 and not estimated.
type.EIM What type of expected information matrix (EIM) is used in Fisher scoring. By

default, this family function calls ARTEIM, which recursively computes the exact
EIM for the AR process with Gaussian white noise. See Porat and Friedlander
(1986) for further details on the exact EIM.

If type.EIM = "approximate” then approximate expression for the EIM of Au-
toregressive processes is used; this approach holds when the number of observa-
tions is large enough. Succinct details about the approximate EIM are delineated
at Porat and Friedlander (1987).

print.EIM Logical. If TRUE, then the first few EIMs are printed. Here, the result shown is
the sum of each EIM.

type.likelihood
What type of likelihood function is maximized. The first choice (default) is
the sum of the marginal likelihood and the conditional likelihood. Choosing
the conditional likelihood means that the first observation is effectively ignored
(this is handled internally by setting the value of the first prior weight to be some
small positive number, e.g., 1.0e-6). See the note below.

Details

The AR-1 model implemented here has
Y1~ N(p,0?/(1 = p%),
and
)/;' = /’L* +pYi71 +ei7
where the e; are i.i.d. Normal(0, sd = ) random variates.

Here are a few notes: (1). A test for weak stationarity might be to verify whether 1/p lies outside the
unit circle. (2). The mean of all the Y; is p* /(1 — p) and these are returned as the fitted values. (3).
The correlation of all the Y; with Y;_; is p. (4). The default link function ensures that —1 < p < 1.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Warning

Monitoring convergence is urged, i.e., set trace = TRUE.

Moreover, if the exact EIMs are used, set print.EIM = TRUE to compare the computed exact to the
approximate EIM.

Under the VGLM/VGAM approach, parameters can be modelled in terms of covariates. Particu-
larly, if the standard deviation of the white noise is modelled in this way, then type.EIM = "exact”
may certainly lead to unstable results. The reason is that white noise is a stationary process, and
consequently, its variance must remain as a constant. Consequently, the use of variates to model
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this parameter contradicts the assumption of stationary random components to compute the exact
EIMs proposed by Porat and Friedlander (1987).

To prevent convergence issues in such cases, this family function internally verifies whether the
variance of the white noise remains as a constant at each Fisher scoring iteration. If this as-
sumption is violated and type.EIM = "exact"” is set, then ART automatically shifts to type.EIM
= "approximate”. Also, a warning is accordingly displayed.

Note

Multiple responses are handled. The mean is returned as the fitted values.

Author(s)

Victor Miranda (exact method) and Thomas W. Yee (approximate method).

References

Porat, B. and Friedlander, B. (1987). The Exact Cramer-Rao Bond for Gaussian Autoregressive
Processes. IEEE Transactions on Aerospace and Electronic Systems, AES-23(4), 537-542.

See Also

ARTEIM, vglm.control, dAR1, arima.sim.

Examples

### Example 1: using arima.sim() to generate a ©@-mean stationary time series.
nn <- 500
tsdata <- data.frame(x2 = runif(nn))
ar.coef.1 <- rhobitlink(-1.55, inverse = TRUE) # Approx -0.65
ar.coef.2 <- rhobitlink( 1.0, inverse = TRUE) # Approx .50
set.seed(1)
tsdata <- transform(tsdata,
index = 1:nn,
TS1 = arima.sim(nn, model = list(ar = ar.coef.1),
sd = exp(1.5)),
TS2 = arima.sim(nn, model = list(ar = ar.coef.2),
sd = exp(1.0 + 1.5 * x2)))

### An autoregressive intercept--only model. #iHt
### Using the exact EIM, and "nodrift = TRUE" ###
fitla <- vglm(TS1 ~ 1, data = tsdata, trace = TRUE,
AR1(var.arg = FALSE, nodrift = TRUE,
type.EIM = "exact”,
print.EIM = FALSE),
crit = "coefficients")
Coef(fitla)
summary(fitla)

## Not run:
### Two responses. Here, the white noise standard deviation of TS2  #i#
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### is modelled in terms of 'x2'. Also, 'type.EIM = exact'. #i##
fitlb <- vglm(cbind(TS1, TS2) ~ x2,
AR1(zero = NULL, nodrift = TRUE,
var.arg = FALSE,
type.EIM = "exact"),
constraints = list("(Intercept)” = diag(4),
"x2" = rbind(@, 0, 1, 9)),
data = tsdata, trace = TRUE, crit = "coefficients")
coef(fitlb, matrix = TRUE)
summary (fitib)

### Example 2: another stationary time series

nn <- 500

my.rho <- rhobitlink(1.0, inverse = TRUE)

my.mu <- 1.0

my.sd <- exp(1)

tsdata <- data.frame(index = 1:nn, TS3 = runif(nn))

set.seed(2)
for (ii in 2:nn)
tsdata$TS3[ii] <- my.mu/(1 - my.rho) +
my.rho * tsdata$TS3[ii-1] + rnorm(1, sd = my.sd)
tsdata <- tsdatal-(1:ceiling(nn/5)), 1 # Remove the burn-in data:

### Fitting an AR(1). The exact EIMs are used.
fit2a <- vglm(TS3 ~ 1, AR1(type.likelihood = "exact”, # "conditional”,
type.EIM = "exact"),
data = tsdata, trace = TRUE, crit = "coefficients")

Coef(fit2a)
summary (fit2a) # SEs are useful to know

Coef(fit2a)["rho"] # Estimate of rho, for intercept-only models
my.rho # The 'truth' (rho)

Coef (fit2a)["drift”] # Estimate of drift, for intercept-only models
my.mu /(1 - my.rho) # The 'truth' (drift)

## End(Not run)

ARTEIM Computation of the Exact EIM of an Order-1 Autoregressive Process

Description

Computation of the exact Expected Information Matrix of the Autoregressive process of order-1
(AR(1)) with Gaussian white noise and stationary random components.

Usage

ARTEIM(x = NULL, var.arg = NULL, p.drift = NULL,
WNsd = NULL, ARcoeff1 = NULL, eps.porat = le-2)
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Arguments

X A vector of quantiles. The gaussian time series for which the EIMs are com-
puted.
If multiple time series are being analyzed, then x must be a matrix where each
column allocates a response. That is, the number of columns (denoted as NO.S)
must match the number of responses.

var.arg Logical. Same as with ART.

p.drift A numeric vector with the scaled mean(s) (commonly referred as drift) of the

AR process(es) in turn. Its length matches the number of responses.
WNsd, ARcoeff1 Matrices. The standard deviation of the white noise, and the correlation (coeffi-
cient) of the AR(1) model, for each observation.

That is, the dimension for each matrix is N x NOS, where N is the number of
observations and NOS is the number of responses. Else, these arguments are
recycled.

eps.porat A very small positive number to test whether the standar deviation (WNsd) is
close enough to its value estimated in this function.
See below for further details.

Details

This function implements the algorithm of Porat and Friedlander (1986) to recursively compute the
exact expected information matrix (EIM) of Gaussian time series with stationary random compo-
nents.

By default, when the VGLM/VGAM family function AR1 is used to fit an AR(1) model via vglm,
Fisher scoring is executed using the approximate EIM for the AR process. However, this model
can also be fitted using the exact EIMs computed by ARTEIM.

Given N consecutive data points, yo, Y1, ..,yn—1 With probability density f(y), the Porat and
Friedlander algorithm calculates the EIMs [J,,—1(0)], for all 1 < n < N. This is done based on
the Levinson-Durbin algorithm for computing the orthogonal polynomials of a Toeplitz matrix. In
particular, for the AR(1) model, the vector of parameters to be estimated under the VGAM/VGLM
approach is

n = (u*,log(a?), rhobit(p)),

where o2 is the variance of the white noise and mu* is the drift parameter (See AR1 for further
details on this).

Consequently, for each observationn = 1, ..., N, the EIM, J, (0), has dimension 3 x 3, where the
diagonal elements are:

J[n,l,l] = E[782 log f(y)/a(:u’*)z]a

Jin2,2) = E[-07log f(y)/0(0%)?],

and
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Jin,3,3) = B[-0%log f(y)/0(p)?]-
As for the off-diagonal elements, one has the usual entries, i.e.,
Jin1,2) = Jin2) = E[-07log f(y)/00%8p],

etc.

If var.arg = FALSE, then o instead of o2 is estimated. Therefore, Jn,2,2]> Jn,1,2]» €tC., are corre-
spondingly replaced.

Once these expected values are internally computed, they are returned in an array of dimension
N x 1 x 6, of the form

JLLT =T, T2 T390 J2) J2.30s 3]
AR1EIM handles multiple time series, say NOS. If this happens, then it accordingly returns an array
of dimension N x NOS x 6. Here, J[, k,], fork =1,..., NOS, is a matrix of dimension N X 6,
which stores the EIMs for the kt"th response, as above, i.e.,
J[) k7] = [J[,l,l]a J[,2,2]7 J[,3,3]7 . ']a

the bandwith form, as per required by ART.

Value

An array of dimension N x NOS x 6, as above.

This array stores the EIMs calculated from the joint density as a function of
0 = (u*,0%,p).

Nevertheless, note that, under the VGAM/VGLM approach, the EIMs must be correspondingly
calculated in terms of the linear predictors, 7.

Asymptotic behaviour of the algorithm

For large enough n, the EIMs, J,,(8), become approximately linear in n. That is, for some n,

Jn(0) = 0, (0) + (n—1ng)J(0),  (x%)
where J () is a constant matrix.

This relationsihip is internally considered if a proper value of ng is determined. Different ways can
be adopted to find ng. In ARTEIM, this is done by checking the difference between the internally
estimated variances and the entered ones at WNsd. If this difference is less than eps.porat at some
iteration, say at iteration ng, then AR1EIM takes .J(0) as the last computed increment of .J,,(6), and
extraplotates Ji(0), for all k& > ng using (x). Else, the algorithm will complete the iterations for
1<n<N.

Finally, note that the rate of convergence reasonably decreases if the asymptotic relationship () is
used to compute Ji(0), k > ng. Normally, the number of operations involved on this algorithm is
proportional to N2.

See Porat and Friedlander (1986) for full details on the asymptotic behaviour of the algorithm.
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Warning
Arguments WNsd, and ARcoeff1 are matrices of dimension N x NOS. Else, these arguments are
accordingly recycled.

Note

For simplicity, one can assume that the time series analyzed has a O-mean. Consequently, where the
family function AR1 calls ARTEIM to compute the EIMs, the argument p.drift is internally set to
zero-vector, whereas X is centered by subtracting its mean value.

Author(s)
V. Miranda and T. W. Yee.

References

Porat, B. and Friedlander, B. (1986). Computation of the Exact Information Matrix of Gaussian
Time Series with Stationary Random Components. IEEE Transactions on Acoustics, Speech, and
Signal Processing, 54(1), 118-130.

See Also
ART.
Examples
set.seed(1)
nn <- 500
ARcoeff1 <- ¢(0.3, 0.25) # Will be recycled.
WNsd <- c(exp(1), exp(1.5)) # Will be recycled.
p.drift <- c(0, 0) # Zero-mean gaussian time series.

### Generate two (zero-mean) AR(1) processes ###
ts1 <- p.drift[1]/(1 - ARcoeff1[1]) +

arima.sim(model = list(ar = ARcoeff1[1]), n = nn,
sd = WNsd[1])

ts2 <- p.drift[2]/(1 - ARcoeff1[2]) +
arima.sim(model = list(ar = ARcoeff1[2]), n = nn,

sd = WNsd[2])
ARdata <- matrix(cbind(ts1, ts2), ncol = 2)
### Compute the exact EIMs: TWO responses. #i#
ExactEIM <- ART1EIM(x = ARdata, var.arg = FALSE, p.drift = p.drift,

WNsd = WNsd, ARcoeff1l = ARcoeff1)

### For response 1:
head(ExactEIM[, 1 ,1) # NOTICE THAT THIS IS A (nn x 6) MATRIX!

### For response 2:
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head(ExactEIM[, 2 ,]1) # NOTICE THAT THIS IS A (nn x 6) MATRIX!
asinlink Arcsine Link Function
Description

Computes the arcsine link, including its inverse and the first few derivatives.

Usage

asinlink(theta, bvalue = NULL, inverse = FALSE,
deriv = @, short = TRUE, tag = FALSE, c10 = c(4, -pi))

Arguments
theta Numeric or character. See below for further details.
bvalue See Links.

inverse, deriv, short, tag
Details at Links.

cl1o Similar to sqrtlink. The defaultis intended to match 1calogitlink for binomialff
at binomial probabilities (theta) equal to 0.5.

Details

Function alogitlink gives some motivation for this link. However, the problem with this link

is that it is bounded by default between (-pi, pi) so that it can be unsuitable for regression.
This link is a scaled and centred CDF of the arcsine distribution. The centring is chosen so that
asinlink(@.5) is 0, and the scaling is chosen so that asinlink (0.5, deriv = 1) and logitlink(@.5,
deriv =1) are equal (the value 4 actually), hence this link will operate similar to the logitlink
when close to 0.5.

Value

Similar to logitlink but using different formulas.

Warning

It is possible that the scaling might change in the future.

Author(s)
Thomas W. Yee

See Also

logitlink, alogitlink, Links, probitlink, clogloglink, cauchitlink, binomialff, sloglink,
hdeff.
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Examples

p <- seq(@.01, 0.99, length= 10)
asinlink(p)
max(abs(asinlink(asinlink(p), inv = TRUE) - p)) # 02

## Not run:

par(mfrow = c(2, 2), lwd = (mylwd <- 2))
y <- seq(-4, 4, length = 100)

p <- seq(@.01, ©.99, by = 0.01)

for (d in 0:1) {
matplot(p, cbind(logitlink(p, deriv = d), probitlink(p, deriv = d)),
type = "n"”, col = "blue”, ylab = "transformation”,
log = ifelse(d == 1, "y", ""),
las = 1, main = if (d == @) "Some probability link functions”
else "First derivative")
lines(p, logitlink(p, deriv = d), col = "green")
lines(p, probitlink(p, deriv = d), col = "blue")
lines(p, clogloglink(p, deriv = d), col = "tan")
lines(p, asinlink(p, deriv = d), col = "red3")
if (d ==0) {
abline(v = 0.5, h = 0, 1ty = "dashed")
legend(@, 4.5, c("logitlink”, "probitlink”, "clogloglink"”,
"asinlink”"), 1lwd = mylwd,
col = c("green”, "blue”, "tan”, "red3"))
} else
abline(v = 0.5, 1lwd = 0.5, col = "gray")
3

for (d in 0) {
matplot(y, cbind( logitlink(y, deriv = d, inverse = TRUE),
probitlink(y, deriv = d, inverse = TRUE)),
type = "n", col = "blue”, xlab = "transformation”, ylab = "p",
main = if (d == @) "Some inverse probability link functions”
else "First derivative”, las=1)
lines(y, logitlink(y, deriv = d, inverse
lines(y, probitlink(y, deriv = d, inverse = TRUE), col = "blue")
lines(y, clogloglink(y, deriv = d, inverse = TRUE), col = "tan")
lines(y, asinlink(y, deriv = d, inverse = TRUE), col = "red3")
if (d ==0) {
abline(h = 0.5, v = @, 1lwd = 0.5, col = "gray")
legend(-4, 1, c("logitlink”, "probitlink"”, "clogloglink”,
"asinlink"), lwd = mylwd,
col = c("green”, "blue”, "tan", "red3"))

TRUE), col = "green")

3

3
par(lwd = 1)

## End(Not run)
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auuc Auckland University Undergraduate Counts Data

Description

Undergraduate student enrolments at the University of Auckland in 1990.

Usage

data(auuc)

Format
A data frame with 4 observations on the following 5 variables.
Commerce a numeric vector of counts.
Arts a numeric vector of counts.
SciEng a numeric vector of counts.

Law a numeric vector of counts.

Medicine a numeric vector of counts.

Details
Each student is cross-classified by their colleges (Science and Engineering have been combined)
and the socio-economic status (SES) of their fathers (1 = highest, down to 4 = lowest).

Source

Dr Tony Morrison.

References

Wild, C. J. and Seber, G. A. E. (2000). Chance Encounters: A First Course in Data Analysis and
Inference, New York: Wiley.

Examples

auuc

## Not run:
round(fitted(grc(auuc)))
round(fitted(grc(auuc, Rank = 2)))

## End(Not run)
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aux.posbernoulli.t Auxiliary Function for the Positive Bernoulli Family Function with
Time Effects

Description

Returns behavioural effects indicator variables from a capture history matrix.

Usage

aux.posbernoulli.t(y, check.y = FALSE, rename = TRUE, name = "bei")

Arguments
y Capture history matrix. Rows are animals, columns are sampling occasions, and
values should be Os and 1s only.
check.y Logical, if TRUE then some basic checking is performed.
rename, name If rename = TRUE then the behavioural effects indicator are named using the
value of name as the prefix. If FALSE then use the same column names as y.
Details

This function can help fit certain capture—recapture models (commonly known as My, or My, (no
prefix h means it is an intercept-only model) in the literature). See posbernoulli. t for details.

Value
A list with the following components.

cap.histl A matrix the same dimension as y. In any particular row there are Os up to the first
capture. Then there are 1s thereafter.

capl A vector specifying which time occasion the animal was first captured.
y0i Number of noncaptures before the first capture.
yr0i Number of noncaptures after the first capture.

yrli Number of recaptures after the first capture.

See Also

posbernoulli.t, deermice.
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Examples

# Fit a M_tbh model to the deermice data:
(pdata <- aux.posbernoulli.t(with(deermice,
cbind(y1, y2, y3, y4, y5, y6))))

deermice <- data.frame(deermice,

bei = 0, # Add this

pdata$cap.hist1) # Incorporate these
head(deermice) # Augmented with behavioural effect indicator variables
tail(deermice)

backPain Data on Back Pain Prognosis, from Anderson (1984)

Description

Data from a study of patients suffering from back pain. Prognostic variables were recorded at
presentation and progress was categorised three weeks after treatment.

Usage
data(backPain)

Format

A data frame with 101 observations on the following 4 variables.

x2 length of previous attack.
x3 pain change.
x4 lordosis.

pain an ordered factor describing the progress of each patient with levels worse < same < slight.improvement
<moderate.improvement < marked.improvement < complete.relief.

Source

http://ideas.repec.org/c/boc/bocode/s419001.html

The data set and this help file was copied from gnm so that a vignette in VGAM could be run; the
analysis is described in Yee (2010).

The data frame backPain2 is a modification of backPain where the variables have been renamed
(x1 becomes x2, x2 becomes x3, x3 becomes x4) and converted into factors.

References
Anderson, J. A. (1984). Regression and Ordered Categorical Variables. J. R. Statist. Soc. B, 46(1),
1-30.

Yee, T. W. (2010). The VGAM package for categorical data analysis. Journal of Statistical Soft-
ware, 32, 1-34. doi:10.18637/jss.v032.110.
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Examples

summary (backPain)
summary (backPain2)

beggs Bacon and Eggs Data

Description

Purchasing of bacon and eggs.

Usage
data(beggs)

Format

Data frame of a two way table.

b0, b1, b2, b3, b4 The b refers to bacon. The number of times bacon was purchased was 0, 1, 2, 3,
or 4.

€0, el, e2, e3, e4 The e refers to eggs. The number of times eggs was purchased was 0, 1, 2, 3, or
4.

Details

The data is from Information Resources, Inc., a consumer panel based in a large US city [see
Bell and Lattin (1998) for further details]. Starting in June 1991, the purchases in the bacon and
fresh eggs product categories for a sample of 548 households over four consecutive store trips was
tracked. Only those grocery shopping trips with a total basket value of at least five dollars was
considered. For each household, the total number of bacon purchases in their four eligible shopping
trips and the total number of egg purchases (usually a package of eggs) for the same trips, were
counted.

Source
Bell, D. R. and Lattin, J. M. (1998) Shopping Behavior and Consumer Preference for Store Price
Format: Why ‘Large Basket” Shoppers Prefer EDLP. Marketing Science, 17, 66—88.

References

Danaher, P. J. and Hardie, B. G. S. (2005). Bacon with Your Eggs? Applications of a New Bivariate
Beta-Binomial Distribution. American Statistician, 59(4), 282-286.

See Also

rrvglm, rcim, grc.
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Examples

beggs
colSums(beggs)
rowSums (beggs)

bell The Bell Series of Integers

Description

Returns the values of the Bell series.

Usage
bell(n)
Arguments
n Vector of non-negative integers. Values greater than 218 return an Inf. Non-
integers or negative values return a NaN.
Details

The Bell numbers emerge from a series expansion of exp(e” — 1) for real «. The first few values
are Bp = 1, By = 1, By = 2, B3 = 5, By = 15. The series increases quickly so that overflow
occurs when its argument is more than 218.

Value

This function returns B,,.

Author(s)
T. W. Yee

References

Bell, E. T. (1934). Exponential polynomials. Ann. Math., 35, 258-2717.
Bell, E. T. (1934). Exponential numbers. Amer. Math. Monthly, 41, 411-419.

See Also

bellff, rbell.
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Examples

## Not run:
plot(0:10, bell(@:10), log = "y", type = "h", col = "blue")

## End(Not run)

Benford Benford’s Distribution

Description

Density, distribution function, quantile function, and random generation for Benford’s distribution.

Usage
dbenf(x, ndigits = 1, log = FALSE)
pbenf(q, ndigits = 1, lower.tail = TRUE, log.p = FALSE)
gbenf(p, ndigits = 1, lower.tail = TRUE, log.p = FALSE)
rbenf(n, ndigits = 1)
Arguments
X, q Vector of quantiles. See ndigits.
p vector of probabilities.
n number of observations. A single positive integer. Else if length(n) > 1 then
the length is taken to be the number required.
ndigits Number of leading digits, either 1 or 2. If 1 then the support of the distribution
is {1,...,9}, else {10,...,99}.
log, log.p Logical. If 1og.p = TRUE then all probabilities p are given as log(p).
lower.tail Same meaning as in pnorm or gnorm.
Details

Benford’s Law (aka the significant-digit law) is the empirical observation that in many naturally
occuring tables of numerical data, the leading significant (nonzero) digit is not uniformly distributed
in {1,2,...,9}. Instead, the leading significant digit (= D, say) obeys the law

1

for d = 1,...,9. This means the probability the first significant digit is 1 is approximately 0.301,
etc.

Benford’s Law was apparently first discovered in 1881 by astronomer/mathematician S. Newcombe.
It started by the observation that the pages of a book of logarithms were dirtiest at the beginning
and progressively cleaner throughout. In 1938, a General Electric physicist called F. Benford re-
discovered the law on this same observation. Over several years he collected data from different
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sources as different as atomic weights, baseball statistics, numerical data from Reader’s Digest, and
drainage areas of rivers.

Applications of Benford’s Law has been as diverse as to the area of fraud detection in accounting
and the design computers.

Benford’s distribution has been called “a” logarithmic distribution; see logff.

Value

dbenf gives the density, pbenf gives the distribution function, and gbenf gives the quantile func-
tion, and rbenf generates random deviates.

Author(s)
T. W. Yee and Kai Huang

References

Benford, F. (1938). The Law of Anomalous Numbers. Proceedings of the American Philosophical
Society, 78, 551-572.

Newcomb, S. (1881). Note on the Frequency of Use of the Different Digits in Natural Numbers.
American Journal of Mathematics, 4, 39—40.

Examples

dbenf(x <- c(0:10, NA, NaN, -Inf, Inf))

pbenf (x)

## Not run:

XX <= 1:9

barplot(dbenf(xx), col = "lightblue”, xlab = "Leading digit"”,
ylab = "Probability”, names.arg = as.character(xx),
main = "Benford's distribution”, las = 1)

hist(rbenf(1000), border = "blue"”, prob = TRUE,
main = "1000 random variates from Benford's distribution”,
xlab = "Leading digit”, sub="Red is the true probability”,
breaks = 0:9 + 0.5, ylim = c(0, 0.35), xlim = c(0, 10.0))

lines(xx, dbenf(xx), col = "red”, type = "h")

points(xx, dbenf(xx), col = "red")

## End(Not run)

Benini The Benini Distribution

Description

Density, distribution function, quantile function and random generation for the Benini distribution
with parameter shape.
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Usage

dbenini(x, y@, shape, log = FALSE)

pbenini(q, y@, shape, lower.tail = TRUE, log.p = FALSE)
gbenini(p, y@, shape, lower.tail = TRUE, log.p = FALSE)
rbenini(n, y@, shape)
Arguments
X, q vector of quantiles.
p vector of probabilities.
n number of observations. Same as runif.
yo the scale parameter y.
shape the positive shape parameter b.
log Logical. If 1og = TRUE then the logarithm of the density is returned.

lower.tail, log.p
Same meaning as in pnorm or gnorm.
Details
See benini1, the VGAM family function for estimating the parameter s by maximum likelihood
estimation, for the formula of the probability density function and other details.
Value
dbenini gives the density, pbenini gives the distribution function, gbenini gives the quantile
function, and rbenini generates random deviates.
Author(s)
T. W. Yee and Kai Huang

References

Kleiber, C. and Kotz, S. (2003). Statistical Size Distributions in Economics and Actuarial Sciences,
Hoboken, NJ, USA: Wiley-Interscience.

See Also

beninil.

Examples

## Not run:

y0 <- 1; shape <- exp(1)

xx <- seq(@0.0, 4, len = 101)

plot(xx, dbenini(xx, y@ = y@, shape = shape), col = "blue”,
main = "Blue is density, orange is the CDF", type = "1"
sub = "Purple lines are the 10,20,...,90 percentiles”,

’
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ylim = @:1, las = 1, ylab = "", xlab = "x")
abline(h = @, col = "blue", 1ty = 2)
lines(xx, pbenini(xx, y@ = y@, shape = shape), col = "orange")

probs <- seq(@.1, 0.9, by = 0.1)
Q <- gbenini(probs, y@ = y@, shape = shape)
lines(Q, dbenini(Q, y@ = y@, shape = shape),
col = "purple”, lty = 3, type = "h")
pbenini(Q, y@ = y@, shape = shape) - probs # Should be all zero

## End(Not run)

benini1l Benini Distribution Family Function

Description

Estimating the 1-parameter Benini distribution by maximum likelihood estimation.

Usage

beninil(y® = stop("argument 'y@' must be specified”),
lshape = "loglink"”, ishape = NULL, imethod = 1,
zero = NULL, parallel = FALSE,
type.fitted = c("percentiles”, "Qlink"),
percentiles = 50)

Arguments
yo Positive scale parameter.
1shape Parameter link function and extra argument of the parameter b, which is the
shape parameter. See Links for more choices. A log link is the default because
b is positive.
ishape Optional initial value for the shape parameter. The default is to compute the

value internally.
imethod, zero, parallel

Details at CommonVGAMffArguments.
type.fitted, percentiles

See CommonVGAMffArguments for information. Using "Qlink" is for quantile-
links in VGAMextra.

Details

The Benini distribution has a probability density function that can be written

f(y) = 2s exp(—s[(log(y/y0))?]) log(y/y0)/y

for 0 < yg < y, and shape s > 0. The cumulative distribution function for Y is

F(y) =1 — exp(—s[(log(y/y0))?])-
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Here, Newton-Raphson and Fisher scoring coincide. The median of Y is now returned as the fitted
values, by default. This VGAM family function can handle a multiple responses, which is inputted
as a matrix.

On fitting, the extra slot has a component called y@ which contains the value of the y@ argument.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note
Yet to do: the 2-parameter Benini distribution estimates another shape parameter a too. Hence, the
code may change in the future.

Author(s)
T. W. Yee

References

Kleiber, C. and Kotz, S. (2003). Statistical Size Distributions in Economics and Actuarial Sciences,
Hoboken, NJ, USA: Wiley-Interscience.

See Also

Benini.

Examples

yo <- 1; nn <- 3000

bdata <- data.frame(y = rbenini(nn, y0 = y@, shape = exp(2)))

fit <- vglm(y ~ 1, benini1(y@ = y@), data = bdata, trace = TRUE)
coef(fit, matrix = TRUE)

Coef (fit)

fit@extras$yo

c(head(fitted(fit), 1), with(bdata, median(y))) # Should be equal

Betabinom The Beta-Binomial Distribution

Description

Density, distribution function, and random generation for the beta-binomial distribution and the
inflated beta-binomial distribution.
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Usage

Betabinom

dbetabinom(x, size, prob, rho = @, log = FALSE)
pbetabinom(q, size, prob, rho = @, log.p = FALSE)
rbetabinom(n, size, prob, rho = 0)
dbetabinom.ab(x, size, shapel, shape2, log = FALSE,

Inf.shape = exp(20), limit.prob = 0.5)

pbetabinom.ab(q, size, shapel, shape2, limit.prob = 0.5,

log.p = FALSE)
rbetabinom.ab(n, size, shapel, shape2, limit.prob
.dontuse.prob = NULL)
dzoibetabinom(x, size, prob, rho = @, pstr@ = @, pstrsize =
log = FALSE)

0.5,

|
S

pzoibetabinom(q, size, prob, rho, pstr@ = 0, pstrsize = 0,

lower.tail = TRUE, log.p = FALSE)

rzoibetabinom(n, size, prob, rho = @, pstrd = 0, pstrsize = 0)

dzoibetabinom.ab(x, size, shapel, shape2, pstr@ = 0@, pstrsize = 0,
log = FALSE)
pzoibetabinom.ab(q, size, shapel, shape2, pstr@ = 0, pstrsize = 0,

Arguments

X, q
size
n

prob

rho

shapel, shape2

lower.tail = TRUE, log.p = FALSE)
rzoibetabinom.ab(n, size, shapel, shape2, pstro

@, pstrsize = 0)

vector of quantiles.

number of trials.

number of observations. Same as runif.

the probability of success 1. Must be in the unit closed interval [0, 1].

the correlation parameter p, which should be in the interval [0, 1). The default
value of 0 corresponds to the usual binomial distribution with probability prob.
Setting rho = 1 would set both shape parameters equal to 0, and the ratio 0/9,
which is actually NaN, is interpreted by Beta as 0.5. See the warning below.

the two (positive) shape parameters of the standard beta distribution. They are
called a and b in beta respectively. Note that shapel = prob*(1-rho)/rho
and shape2 = (1-prob)*(1-rho)/rho is an important relationship between the
parameters, so that the shape parameters are infinite by default because rho = 9;
hence 1imit.prob = prob is used to obtain the behaviour of the usual binomial
distribution.

log, log.p, lower.tail

Inf.shape

limit.prob

Same meaning as runif.

Numeric. A large value such that, if shapel or shape2 exceeds this, then special
measures are taken, e.g., calling dbinom. Also, if shapel or shape?2 is less than
its reciprocal, then special measures are also taken. This feature/approximation
is needed to avoid numerical problem with catastrophic cancellation of multiple
lbeta calls.

Numerical vector; recycled if necessary. If either shape parameters are Inf then
the binomial limit is taken, with shape1 / (shapel + shape?2) as the probability
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of success. In the case where both are Inf this probability will be a NaN =
Inf/Inf, however, the value 1imit.prob is used instead. Hence the default for
dbetabinom.ab() is to assume that both shape parameters are equal as the limit
is taken (indeed, Beta uses 0.5). Note that for [dprJ]betabinom(), because rho
= @ by default, then 1imit.prob = prob so that the beta-binomial distribution
behaves like the ordinary binomial distribution with respect to arguments size
and prob.

.dontuse.prob  An argument that should be ignored and not used.

pstro Probability of a structual zero (i.e., ignoring the beta-binomial distribution). The
default value of pstr@ corresponds to the response having a beta-binomial dis-
tribuion inflated only at size.

pstrsize Probability of a structual maximum value size. The default value of pstrsize
corresponds to the response having a beta-binomial distribution inflated only at
0.
Details

The beta-binomial distribution is a binomial distribution whose probability of success is not a con-
stant but it is generated from a beta distribution with parameters shapel and shape2. Note that the
mean of this beta distribution is mu = shape1/(shapel+shape2), which therefore is the mean or
the probability of success.

See betabinomial and betabinomialff, the VGAM family functions for estimating the parame-
ters, for the formula of the probability density function and other details.

For the inflated beta-binomial distribution, the probability mass function is

P(Y =y) = (1 — pstr0 — pstrsize) x BB(y) + pstr0 x I[y = 0] 4+ pstrsize x Iy = size]

where BB(y) is the probability mass function of the beta-binomial distribution with the same shape
parameters (pbetabinom.ab), pstr@ is the inflated probability at 0 and pstrsize is the inflated
probability at 1. The default values of pstr@ and pstrsize mean that these functions behave like
the ordinary Betabinom when only the essential arguments are inputted.

Value

dbetabinom and dbetabinom.ab give the density, pbetabinom and pbetabinom.ab give the dis-
tribution function, and rbetabinom and rbetabinom. ab generate random deviates.

dzoibetabinomand dzoibetabinom. ab give the inflated density, pzoibetabinomand pzoibetabinom. ab
give the inflated distribution function, and rzoibetabinom and rzoibetabinom.ab generate ran-
dom inflated deviates.

Warning

Setting rho = 1 is not recommended, however the code may be modified in the future to handle this
special case.
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Note

pzoibetabinom, pzoibetabinom.ab, pbetabinom and pbetabinom.ab can be particularly slow.
The functions here ending in . ab are called from those functions which don’t. The simple trans-
formations 11 = a/(a+ ) and p = 1/(1 + o + 3) are used, where « and 3 are the two shape
parameters.

Author(s)
T. W. Yee and Xiangjie Xue

See Also

Extbetabinom, betabinomial, betabinomialff, Zoabeta, Beta.

Examples
set.seed(1); rbetabinom(10, 100, prob = 0.5)
set.seed(1); rbinom(10, 100, prob = ©0.5) # The same as rho = @

## Not run: N <- 9; xx <- @:N; s1 <- 2; s2<-3

dy <- dbetabinom.ab(xx, size = N, shapel = s1, shape2 = s2)

barplot(rbind(dy, dbinom(xx, size = N, prob = s1 / (s1+s2))),
beside = TRUE, col = c("blue”,"green"), las =1,

main = paste(”"Beta-binomial (size=",N,"”, shapel=", s1,
", shape2=", s2, ") (blue) vs\n",
" Binomial(size=", N, ", prob=", s1/(s1+s2), ") (green)”,
Sep = llll)’

names.arg = as.character(xx), cex.main = 0.8)
sum(dy * xx) # Check expected values are equal
sum(dbinom(xx, size = N, prob = s1 / (s1+s2)) * xx)

# Should be all o:
cumsum(dy) - pbetabinom.ab(xx, N, shapel = s1, shape2 = s2)

y <- rbetabinom.ab(n = 1e4, size = N, shapel = s1, shape2 = s2)
ty <- table(y)
barplot(rbind(dy, ty / sum(ty)),

beside = TRUE, col = c("blue”, "orange"), las =1,

main = paste("Beta-binomial (size=", N, ", shapel=", s1,
", shape2=", s2, ") (blue) vs\n",

" Random generated beta-binomial(size=", N, ", prob=",

s1/(s1+s2), ") (orange)"”, sep = ""), cex.main = 0.8,

names.arg = as.character(xx))

N <- 1eb5; size <- 20; pstr@ <- 0.2; pstrsize <- 0.2

kk <- rzoibetabinom.ab(N, size, s1, s2, pstr@, pstrsize)

hist(kk, probability = TRUE, border = "blue”, ylim = c(@, 0.25),
main = "Blue/green = inflated; orange = ordinary beta-binomial”,
breaks = -0.5 : (size + 0.5))

sum(kk == @) / N # Proportion of @

sum(kk == size) / N # Proportion of size

lines(@ : size,
dbetabinom.ab(® : size, size, s1, s2), col = "orange”)
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lines(@ : size, col = "green”, type = "b",
dzoibetabinom.ab(@ : size, size, s1, s2, pstr@, pstrsize))

## End(Not run)

betabinomial

Beta-binomial Distribution Family Function

Description

Fits a beta-binomial distribution by maximum likelihood estimation. The two parameters here are
the mean and correlation coefficient.

Usage

betabinomial (Imu = "logitlink”, lrho = "logitlink”,

irho = NULL,
ishrinkage =

Arguments

Imu, 1rho

irho

imethod

Zero

imethod = 1,
0.95, nsimEIM = NULL, zero = "rho")

Link functions applied to the two parameters. See Links for more choices. The
defaults ensure the parameters remain in (0, 1), however, see the warning below.
For 1rho, log1plink (with an offset log(size - 1) for 72) and cloglink may
be very good choices.

Optional initial value for the correlation parameter. If given, it must be in (0, 1),
and is recyled to the necessary length. Assign this argument a value if a con-
vergence failure occurs. Having irho = NULL means an initial value is obtained
internally, though this can give unsatisfactory results.

An integer with value 1 or 2 or ..., which specifies the initialization method for
w. If failure to converge occurs try the another value and/or else specify a value
for irho.

Specifyies which linear/additive predictor is to be modelled as an intercept only.
If assigned, the single value can be either 1 or 2. The default is to have a single
correlation parameter. To model both parameters as functions of the covariates
assign zero = NULL. See CommonVGAMffArguments for more information.

ishrinkage, nsimEIM

Details

See CommonVGAMffArguments for more information. The argument ishrinkage
is used only if imethod = 2. Using the argument nsimEIM may offer large ad-
vantages for large values of N and/or large data sets.

There are several parameterizations of the beta-binomial distribution. This family function directly
models the mean and correlation parameter, i.e., the probability of success. The model can be
written T|P = p ~ Binomial(N, p) where P has a beta distribution with shape parameters « and
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(5. Here, N is the number of trials (e.g., litter size), 7' = NY is the number of successes, and p is
the probability of a success (e.g., a malformation). That is, Y is the proportion of successes. Like
binomialff, the fitted values are the estimated probability of success (i.e., F[Y] and not E[T]) and
the prior weights IV are attached separately on the object in a slot.

The probability function is

P(T=1) = (N)Be(Oéth,ﬂJrN—t)

t Be(a, )

where t = 0,1,..., N, and Be is the beta function with shape parameters o and /5. Recall Y =
T'/N is the real response being modelled.

The default model is 11 = logit(u) and o = logit(p) because both parameters lie between 0 and 1.
The mean (of Y)is p = pu = o/ (a4 3) and the variance (of Y) is 1(1—pu)(1+ (N —1)p)/N. Here,
the correlation p is given by 1/(1+ .+ ) and is the correlation between the N individuals within a
litter. A litter effect is typically reflected by a positive value of p. It is known as the over-dispersion
parameter.

This family function uses Fisher scoring. Elements of the second-order expected derivatives with
respect to « and [ are computed numerically, which may fail for large «, 3, N or else take a long
time.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm.

Suppose fit is a fitted beta-binomial model. Then depvar(fit) are the sample proportions y,
fitted(fit) returns estimates of F(Y'), and weights(fit, type = "prior") returns the number
of trials V.

Warning

If the estimated rho parameter is close to O then a good solution is to use extbetabinomial. Or
you could try 1rho = "rhobitlink".

This family function is prone to numerical difficulties due to the expected information matrices
not being positive-definite or ill-conditioned over some regions of the parameter space. If problems
occur try setting irho to some numerical value, nsimEIM = 100, say, or else use etastart argument
of vglm, etc.

Note

This function processes the input in the same way as binomialff. But it does not handle the case
N =1 very well because there are two parameters to estimate, not one, for each row of the input.
Cases where N = 1 can be omitted via the subset argument of vglm.

The extended beta-binomial distribution of Prentice (1986) implemented by extbetabinomial is
the preferred VGAM family function for BBD regression.

Author(s)

T. W. Yee



betabinomial 73

References

Moore, D. F. and Tsiatis, A. (1991). Robust estimation of the variance in moment methods for
extra-binomial and extra-Poisson variation. Biometrics, 47, 383—401.

See Also

extbetabinomial, betabinomialff, Betabinom, binomialff, betaff,dirmultinomial, loglplink,
cloglink, lirat, simulate.vlm.

Examples

# Example 1
bdata <- data.frame(N = 10, mu = 0.5, rho = 0.8)
bdata <- transform(bdata,

y = rbetabinom(100, size = N, prob = mu, rho = rho))
fit <- vglm(cbind(y, N-y) ~ 1, betabinomial, bdata, trace = TRUE)
coef(fit, matrix = TRUE)

Coef(fit)
head(cbind(depvar(fit), weights(fit, type = "prior")))

# Example 2

fit <- vglm(cbind(R, N-R) ~ 1, betabinomial, lirat,
trace = TRUE, subset = N > 1)

coef(fit, matrix = TRUE)

Coef (fit)

t(fitted(fit))

t(depvar(fit))

t(weights(fit, type = "prior"))

# Example 3, which is more complicated
lirat <- transform(lirat, fgrp = factor(grp))
summary(lirat) # Only 5 litters in group 3
fit2 <- vglm(cbind(R, N-R) ~ fgrp + hb, betabinomial(zero = 2),
data = lirat, trace = TRUE, subset = N > 1)
coef(fit2, matrix = TRUE)
## Not run: with(lirat, plot(hb[N > 1], fit2@misc$rho,
xlab = "Hemoglobin”, ylab = "Estimated rho”,
pch = as.character(grp[N > 1]), col = grp[N > 1]))
## End(Not run)
## Not run: # cf. Figure 3 of Moore and Tsiatis (1991)
with(lirat, plot(hb, R / N, pch = as.character(grp), col = grp,
xlab = "Hemoglobin level”, ylab = "Proportion Dead"”,
main = "Fitted values (lines)”, las = 1))
smalldf <- with(lirat, lirat[N > 1, 1)
for (gp in 1:4) {
xx <- with(smalldf, hb[grp == gpl)
yy <- with(smalldf, fitted(fit2)[grp == gpl)
000 <- order(xx)
lines(xx[ooo], yy[ooo]l, col = gp, lwd = 2)
3
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## End(Not run)

betabinomialff Beta-binomial Distribution Family Function

Description

Fits a beta-binomial distribution by maximum likelihood estimation. The two parameters here are
the shape parameters of the underlying beta distribution.

Usage

betabinomialff(lshapel = "loglink”, lshape2 = "loglink",
ishapel = 1, ishape2 = NULL, imethod = 1, ishrinkage = 0.95,
nsimEIM = NULL, zero = NULL)

Arguments

1shapel, 1shape2
Link functions for the two (positive) shape parameters of the beta distribution.
See Links for more choices.

ishapel, ishape2
Initial value for the shape parameters. The first must be positive, and is recyled
to the necessary length. The second is optional. If a failure to converge occurs,
try assigning a different value to ishapel and/or using ishape?2.

zero Can be an integer specifying which linear/additive predictor is to be modelled
as an intercept only. If assigned, the single value should be either 1 or 2. The
default is to model both shape parameters as functions of the covariates. If
a failure to converge occurs, try zero =2. See CommonVGAMffArguments for
more information.

ishrinkage, nsimEIM, imethod
See CommonVGAMffArguments for more information. The argument ishrinkage
is used only if imethod = 2. Using the argument nsimEIM may offer large ad-
vantages for large values of NV and/or large data sets.

Details

There are several parameterizations of the beta-binomial distribution. This family function directly
models the two shape parameters of the associated beta distribution rather than the probability of
success (however, see Note below). The model can be written T'| P = p ~ Binomial(N, p) where
P has a beta distribution with shape parameters o and 5. Here, N is the number of trials (e.g.,
litter size), 7' = NY is the number of successes, and p is the probability of a success (e.g., a
malformation). That is, Y is the proportion of successes. Like binomialff, the fitted values are
the estimated probability of success (i.e., F[Y] and not E[T]) and the prior weights IV are attached
separately on the object in a slot.
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The probability function is

P(T=1) = (N>B(a+t,5+N—t)

t B(a, )

wheret = 0,1,..., N, and B is the beta function with shape parameters o and 5. Recall Y = T'/N
is the real response being modelled.

The default model is 7; = log(a) and 12 = log(3) because both parameters are positive. The mean
(of V)isp = p = a/(a + ) and the variance (of Y) is u(1 — p)(1 + (N — 1)p)/N. Here, the
correlation p is given by 1/(1 + o + ) and is the correlation between the N individuals within a
litter. A litter effect is typically reflected by a positive value of p. It is known as the over-dispersion
parameter.

This family function uses Fisher scoring. The two diagonal elements of the second-order expected
derivatives with respect to « and [ are computed numerically, which may fail for large «, 3, N or
else take a long time.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm.

Suppose fit is a fitted beta-binomial model. Then fit@y (better: depvar (fit)) contains the sam-
ple proportions y, fitted(fit) returns estimates of E(Y'), and weights(fit, type = "prior")
returns the number of trials V.

Warning

This family function is prone to numerical difficulties due to the expected information matrices not
being positive-definite or ill-conditioned over some regions of the parameter space. If problems
occur try setting ishapel to be some other positive value, using ishape2 and/or setting zero = 2.

This family function may be renamed in the future. See the warnings in betabinomial.

Note

This function processes the input in the same way as binomialff. But it does not handle the case
N = 1 very well because there are two parameters to estimate, not one, for each row of the input.
Cases where N = 1 can be omitted via the subset argument of vglm.

Although the two linear/additive predictors given above are in terms of « and 3, basic algebra shows
that the default amounts to fitting a logit link to the probability of success; subtracting the second
linear/additive predictor from the first gives that logistic regression linear/additive predictor. That
is, logit(p) = m — 2. This is illustated in one of the examples below.

The extended beta-binomial distribution of Prentice (1986) implemented by extbetabinomial is
the preferred VGAM family function for BBD regression.

Author(s)
T. W. Yee
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References

betabinomialff

Moore, D. F. and Tsiatis, A. (1991). Robust estimation of the variance in moment methods for

extra-binomial and extra-Poisson variation. Biometrics, 47, 383—401.

Prentice, R. L. (1986). Binary regression using an extended beta-binomial distribution, with discus-
sion of correlation induced by covariate measurement errors. Journal of the American Statistical

Association, 81, 321-327.

See Also

extbetabinomial, betabinomial, Betabinom, binomialff, betaff, dirmultinomial, lirat,

simulate.vlm.

Examples

# Example 1

N <= 10; s1 <- exp(1); s2 <- exp(2)

y <- rbetabinom.ab(n = 100, size = N, shapel = s1, shape2 = s2)
fit <- vglm(cbind(y, N-y) ~ 1, betabinomialff, trace = TRUE)
coef (fit, matrix = TRUE)

Coef(fit)

head(fit@misc$rho) # The correlation parameter
head(cbind(depvar(fit), weights(fit, type = "prior")))

# Example 2

fit <- vglm(cbind(R, N-R) ~ 1, betabinomialff, data = lirat,
trace = TRUE, subset = N > 1)

coef(fit, matrix = TRUE)

Coef(fit)

fitemisc$rho # The correlation parameter

t(fitted(fit))

t(depvar(fit))

t(weights(fit, type = "prior"))

# A "loglink” link for the 2 shape params is a logistic regression:

all.equal(c(fitted(fit)),
as.vector(logitlink(predict(fit)[, 11 -
predict(fit)[, 2], inverse = TRUE)))

# Example 3, which is more complicated
lirat <- transform(lirat, fgrp = factor(grp))
summary(lirat) # Only 5 litters in group 3
fit2 <- vglm(cbind(R, N-R) ~ fgrp + hb, betabinomialff(zero = 2),
data = lirat, trace = TRUE, subset = N > 1)
coef(fit2, matrix = TRUE)
coef (fit2, matrix = TRUE)[, 1] -
coef(fit2, matrix = TRUE)[, 2] # logitlink(p)
## Not run: with(lirat, plot(hb[N > 1], fit2@misc$rho,
xlab = "Hemoglobin”, ylab = "Estimated rho",
pch = as.character(grp[N > 11), col = grp[N > 1]))
## End(Not run)
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## Not run: # cf. Figure 3 of Moore and Tsiatis (1991)

with(lirat, plot(hb, R / N, pch = as.character(grp), col = grp,
xlab = "Hemoglobin level”, ylab = "Proportion Dead”, las = 1,
main = "Fitted values (lines)"))

smalldf <- with(lirat, lirat[N > 1, 1)
for (gp in 1:4) {
xx <- with(smalldf, hb[grp == gpl)
yy <- with(smalldf, fitted(fit2)[grp == gpl)
000 <- order(xx)
lines(xx[ooo], yyl[oool, col = gp, lwd = 2)
3
## End(Not run)

betaff The Two-parameter Beta Distribution Family Function

Description

Estimation of the mean and precision parameters of the beta distribution.

Usage

betaff(A =@, B =1, 1lmu = "logitlink”, 1phi = "loglink",
imu = NULL, iphi = NULL,
gprobs.y = ppoints(8), gphi = exp(-3:5)/4, zero = NULL)

Arguments

A, B Lower and upper limits of the distribution. The defaults correspond to the stan-
dard beta distribution where the response lies between 0 and 1.

Imu, 1phi Link function for the mean and precision parameters. The values A and B are
extracted from the min and max arguments of extlogitlink. Consequently,
only extlogitlink is allowed.

imu, iphi Optional initial value for the mean and precision parameters respectively. A

NULL value means a value is obtained in the initialize slot.
gprobs.y, gphi, zero
See CommonVGAMffArguments for more information.

Details
The two-parameter beta distribution can be written f(y) =
(y — A) 127 < (B — )10 [beta(png, (1 — p)@) x (B — A)?7]

for A < y < B, and beta(.,.) is the beta function (see beta). The parameter i satisfies p; =
(u—A)/(B—A) where p is the mean of Y. That s, p; is the mean of of a standard beta distribution:
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E(Y) = A+ (B — A) x u1, and these are the fitted values of the object. Also, ¢ is positive and
A < p < B. Here, the limits A and B are known.

Another parameterization of the beta distribution involving the raw shape parameters is imple-
mented in betaR.

For general A and B, the variance of Y is (B — A)? x u; x (1 — p1)/(1 + ¢). Then ¢ can be
interpreted as a precision parameter in the sense that, for fixed u, the larger the value of ¢, the
smaller the variance of Y. Also, 1 = shapel/(shapel + shape2) and ¢ = shapel + shape2.
Fisher scoring is implemented.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

The response must have values in the interval (A, B). The user currently needs to manually choose
1mu to match the input of arguments A and B, e.g., with extlogitlink; see the example below.

Author(s)
Thomas W. Yee

References

Ferrari, S. L. P. and Francisco C.-N. (2004). Beta regression for modelling rates and proportions.
Journal of Applied Statistics, 31, 799-815.

See Also

betaR,

Beta, dzoabeta, genbetall, betall, betabinomialff, betageometric, betaprime, rbetageom,
rbetanorm, kumar, extlogitlink, simulate.vlm.

Examples

bdata <- data.frame(y = rbeta(nn <- 1000, shapel = exp(0),
shape2 = exp(1)))

fitl <- vglm(y ~ 1, betaff, data = bdata, trace = TRUE)

coef (fitl, matrix = TRUE)

Coef(fit1) # Useful for intercept-only models

# General A and B, and with a covariate
bdata <- transform(bdata, x2 = runif(nn))
bdata <- transform(bdata, mu = logitlink(@.5 - x2, inverse = TRUE),
prec = exp(3.0 + x2)) # prec == phi
bdata <- transform(bdata, shape2 = prec * (1 - mu),
shapel = mu * prec)
bdata <- transform(bdata,
y = rbeta(nn, shapel = shapel, shape2 = shape2))
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bdata <- transform(bdata, Y =5+ 8 x y) # From 5--13, not 0--1
fit <- vglm(Y ~ x2, data = bdata, trace = TRUE,

betaff(A = 5, B = 13, 1lmu = extlogitlink(min = 5, max = 13)))
coef (fit, matrix = TRUE)

Betageom The Beta-Geometric Distribution

Description

Density, distribution function, and random generation for the beta-geometric distribution.

Usage

dbetageom(x, shapel, shape2, log = FALSE)
pbetageom(q, shapel, shape2, log.p = FALSE)
rbetageom(n, shapel, shape2)

Arguments
X, q vector of quantiles.
n number of observations. Same as runif.

shape1, shape2 the two (positive) shape parameters of the standard beta distribution. They are
called a and b in beta respectively.

log, log.p Logical. If TRUE then all probabilities p are given as log(p).

Details

The beta-geometric distribution is a geometric distribution whose probability of success is not a
constant but it is generated from a beta distribution with parameters shapel and shape2. Note that
the mean of this beta distribution is shape1/ (shapel+shape2), which therefore is the mean of the
probability of success.

Value
dbetageom gives the density, pbetageom gives the distribution function, and rbetageom generates
random deviates.

Note

pbetageom can be particularly slow.

Author(s)
T. W. Yee
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See Also

betageometric

geometric, betaff, Beta.

Examples

## Not run:

shapel <- 1; shape2 <- 2; y <- 0:30

proby <- dbetageom(y, shapel, shape2, log = FALSE)

plot(y, proby, type = "h", col = "blue", ylab = "P[Y=y]", main = paste0(
"Y ~ Beta-geometric(shapel=", shapel,”, shape2=", shape2, ")"))

sum(proby)

## End(Not run)

betageometric

Beta-geometric Distribution Family Function

Description

Maximum likelihood estimation for the beta-geometric distribution.

Usage

betageometric(lprob = "logitlink”, lshape = "loglink",
iprob = NULL, ishape = 0.1,
moreSummation = c(2, 100), tolerance = 1.0e-10, zero = NULL)

Arguments

lprob, 1shape

iprob, ishape

moreSummation

tolerance

zero

Parameter link functions applied to the parameters p and ¢ (called prob and
shape below). The former lies in the unit interval and the latter is positive. See
Links for more choices.

Numeric. Initial values for the two parameters. A NULL means a value is com-
puted internally.

Integer, of length 2. When computing the expected information matrix a se-
ries summation from O to moreSummation[1]*max(y)+moreSummation[2] is
made, in which the upper limit is an approximation to infinity. Here, y is the
response.

Positive numeric. When all terms are less than this then the series is deemed to
have converged.

An integer-valued vector specifying which linear/additive predictors are mod-
elled as intercepts only. If used, the value must be from the set {1,2}. See
CommonVGAMffArguments for more information.
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Details

A random variable Y has a 2-parameter beta-geometric distribution if P(Y = y) = p(1 — p)¥
for y = 0,1,2,... where p are generated from a standard beta distribution with shape param-
eters shapel and shape2. The parameterization here is to focus on the parameters p and ¢ =
1/(shapel + shape2), where ¢ is shape. The default link functions for these ensure that the appro-
priate range of the parameters is maintained. The mean of Y is E(Y') = shape2/(shapel — 1) =
(1 —=p)/(p— @) if shapel > 1, and if so, then this is returned as the fitted values.

The geometric distribution is a special case of the beta-geometric distribution with ¢ = 0 (see
geometric). However, fitting data from a geometric distribution may result in numerical problems
because the estimate of log(¢) will *converge’ to -Inf.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

The first iteration may be very slow; if practical, it is best for the weights argument of vglm etc.
to be used rather than inputting a very long vector as the response, i.e., vglm(y ~ 1, ..., weights
=wts) is to be preferred over vglm(rep(y, wts) ~ 1, ...). If convergence problems occur try
inputting some values of argument ishape.

If an intercept-only model is fitted then the misc slot of the fitted object has list components shapeT
and shape?2.

Author(s)
T. W. Yee

References
Paul, S. R. (2005). Testing goodness of fit of the geometric distribution: an application to human
fecundability data. Journal of Modern Applied Statistical Methods, 4, 425-433.

See Also

geometric, betaff, rbetageom.

Examples

bdata <- data.frame(y = 0:11,
wts = c(227,123,72,42,21,31,11,14,6,4,7,28))
fitb <- vglm(y ~ 1, betageometric, bdata, weight = wts, trace = TRUE)

fitg <- vglm(y ~ 1, geometric, bdata, weight = wts, trace = TRUE)
coef(fitb, matrix = TRUE)

Coef(fitb)

sqrt(diag(vcov(fitb, untransform = TRUE)))

fitb@misc$shapel

fitb@misc$shape2
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# Very strong evidence of a beta-geometric:
pchisq(2 * (logLik(fitb) - logLik(fitg)), df = 1, lower.tail = FALSE)

betall Beta Distribution of the Second Kind

Description

Maximum likelihood estimation of the 3-parameter beta II distribution.

Usage

betalI(lscale = "loglink"”, lshape2.p = "loglink",
lshape3.q = "loglink"”, iscale = NULL, ishape2.p = NULL,
ishape3.q = NULL, imethod = 1,
gscale = exp(-5:5), gshape2.p = exp(-5:5),
gshape3.q = seq(0.75, 4, by = 0.25),
probs.y = c(0.25, 0.5, 0.75), zero = "shape")

Arguments

lscale, 1shape2.p, lshape3.q
Parameter link functions applied to the (positive) parameters scale, p and qg.
See Links for more choices.
iscale, ishape2.p, ishape3.q, imethod, zero
See CommonVGAMffArguments for information.
gscale, gshape2.p, gshape3.q
See CommonVGAMffArguments for information.

probs.y See CommonVGAMffArguments for information.

Details

The 3-parameter beta II is the 4-parameter generalized beta II distribution with shape parameter
a = 1. It is also known as the Pearson VI distribution. Other distributions which are special cases
of the 3-parameter beta II include the Lomax (p = 1) and inverse Lomax (¢ = 1). More details can
be found in Kleiber and Kotz (2003).

The beta II distribution has density

fly) =y~ /" Bp, o){1 +y/0}""1)]

forb > 0,p > 0,qg > 0,y > 0. Here, b is the scale parameter scale, and the others are shape
parameters. The mean is

EY)=bI'(p+1)I'(g—1)/(T'(p)T(9)

provided ¢ > 1; these are returned as the fitted values. This family function handles multiple
responses.
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Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

See the notes in genbetall.

Author(s)
T. W. Yee

References

Kleiber, C. and Kotz, S. (2003). Statistical Size Distributions in Economics and Actuarial Sciences,
Hoboken, NJ, USA: Wiley-Interscience.

See Also

betaff, genbetall, dagum, sinmad, fisk, inv.lomax, lomax, paralogistic, inv.paralogistic.

Examples

bdata <- data.frame(y = rsinmad(2000, shapel.a =1,

shape3.q = exp(2), scale = exp(1))) # Not genuine data!
# fit <- vglm(y ~ 1, betall, data = bdata, trace = TRUE)
fit <- vglm(y ~ 1, betalI(ishape2.p = 0.7, ishape3.q = 0.7),

data = bdata, trace = TRUE)

coef(fit, matrix = TRUE)
Coef (fit)
summary (fit)

Betanorm The Beta-Normal Distribution

Description

Density, distribution function, quantile function and random generation for the univariate beta-
normal distribution.

Usage

dbetanorm(x, shapel, shape2, mean = @, sd = 1, log = FALSE)
pbetanorm(q, shapel, shape2, mean = @, sd = 1,
lower.tail = TRUE, log.p = FALSE)
gbetanorm(p, shapel, shape2, mean = @, sd = 1,
lower.tail = TRUE, log.p = FALSE)
rbetanorm(n, shapel, shape2, mean = @, sd = 1)
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Arguments

X, q

p

n

shapel, shape2

mean, sd
log, log.p

lower.tail

Details

Betanorm

vector of quantiles.
vector of probabilities.
number of observations. Same as runif.

the two (positive) shape parameters of the standard beta distribution. They are
called a and b respectively in beta.

the mean and standard deviation of the univariate normal distribution (Normal).
Logical. If TRUE then all probabilities p are given as log(p).

Logical. If TRUE then the upper tail is returned, i.e., one minus the usual answer.

The function betauninormal, the VGAM family function for estimating the parameters, has not

yet been written.

Value

dbetanorm gives the density, pbetanorm gives the distribution function, gbetanorm gives the quan-
tile function, and rbetanorm generates random deviates.

Author(s)
T. W. Yee

References

Gupta, A. K. and Nadarajah, S. (2004). Handbook of Beta Distribution and Its Applications,
pp-146-152. New York: Marcel Dekker.

Examples

## Not run:

shapel <- 0.1; shape2 <- 4; m <- 1

x <- seq(-10, 2, len = 501)
plot(x, dbetanorm(x, shapel, shape2, m = m), type = "1",
ylim = @:1, las =1,
ylab = paste@("betanorm(”,shapel,”, ",shape2,”, m=",m, ", sd=1)"),
main = "Blue is density, orange is the CDF",
sub = "Gray lines are the 10,20,...,90 percentiles”, col = "blue”)
lines(x, pbetanorm(x, shapel, shape2, m = m), col = "orange")

abline(h = @, col = "black")
probs <- seq(@.1, 0.9, by = 0.1)

Q <- gbetanorm(probs, shapel, shape2,
lines(Q, dbetanorm(Q,

col = "gray50",
lines(Q, pbetanorm(Q,

col = "gray50",
abline(h = probs, col = "gray5e", lty
pbetanorm(Q, shapel, shape2, m =

m=m)
shapel, shape2, m = m),
1ty = 2, type = "h")
shapel, shape2, m = m),
1ty = 2, type = "h")

= 2)

m) - probs # Should be all @
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## End(Not run)

betaprime The Beta-Prime Distribution

Description

Estimation of the two shape parameters of the beta-prime distribution by maximum likelihood esti-

mation.
Usage
betaprime(lshape = "loglink"”, ishapel = 2, ishape2 = NULL,
zero = NULL)
Arguments
1shape Parameter link function applied to the two (positive) shape parameters. See

Links for more choices.
ishapel, ishape2, zero
See CommonVGAMffArguments for more information.

Details
The beta-prime distribution is given by
F(y) = yhorel=1(1 4 y)—shapel=share2 | B(shanel shape2)
for y > 0. The shape parameters are positive, and here, B is the beta function. The mean of Y is

shapel/(shape2 — 1) provided shape2 > 1; these are returned as the fitted values.

If Y has a Beta(shapel, shape2) distribution then Y/(1—Y") and (1-Y")/Y have a Betaprime(shapel, shape2)
and Betaprime(shape2, shapel) distribution respectively. Also, if Y7 has a gamma(shapel) dis-

tribution and Y5 has a gamma(shape2) distribution then Y7 /Y has a Betaprime(shapel, shape2)

distribution.

Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Note

The response must have positive values only.

The beta-prime distribution is also known as the beta distribution of the second kind or the inverted
beta distribution.
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Author(s)
Thomas W. Yee

References

Johnson, N. L. and Kotz, S. and Balakrishnan, N. (1995). Chapter 25 of: Continuous Univariate
Distributions, 2nd edition, Volume 2, New York: Wiley.

See Also

betaff, Beta.

Examples

nn <- 1000
bdata <- data.frame(shapel = exp(1), shape2 = exp(3))
bdata <- transform(bdata, yb = rbeta(nn, shapel, shape2))

bdata <- transform(bdata, y1 = (1-yb) / yb,
y2 = yb / (1-yb),
y3 = rgamma(nn, exp(3)) / rgamma(nn, exp(2)))

fitl <- vglm(yl ~ 1, betaprime, data = bdata, trace = TRUE)
coef (fit1, matrix = TRUE)

fit2 <- vglm(y2 ~ 1, betaprime, data = bdata, trace = TRUE)
coef (fit2, matrix = TRUE)

fit3 <- vglm(y3 ~ 1, betaprime, data = bdata, trace = TRUE)
coef (fit3, matrix = TRUE)

# Compare the fitted values

with(bdata, mean(y3))

head(fitted(fit3))

Coef (fit3) # Useful for intercept-only models

betaR The Two-parameter Beta Distribution Family Function

Description

Estimation of the shape parameters of the two-parameter beta distribution.

Usage

betaR(lshapel = "loglink”, lshape2 = "loglink",
i1 = NULL, i2 = NULL, trim = 0.05,
A =0, B =1, parallel = FALSE, zero = NULL)
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Arguments

1shapel, 1lshape2, i1, i2
Details at CommonVGAMffArguments. See Links for more choices.

trim An argument which is fed into mean (); it is the fraction (0 to 0.5) of observations
to be trimmed from each end of the response y before the mean is computed.
This is used when computing initial values, and guards against outliers.

A, B Lower and upper limits of the distribution. The defaults correspond to the stan-
dard beta distribution where the response lies between 0 and 1.

parallel, zero See CommonVGAMffArguments for more information.

Details

The two-parameter beta distribution is given by f(y) =
(y o A)shapelfl % (B o y)Shapd*l/[Beta(shapel, 5hape2) X (B o A)shapelJrshaplel}

for A < y < B, and Beta(.,.) is the beta function (see beta). The shape parameters are pos-
itive, and here, the limits A and B are known. The mean of YV is E(Y) = A+ (B — A) x
shapel/(shapel + shape2), and these are the fitted values of the object.

For the standard beta distribution the variance of Y is shapel x shape2/[(1+ shapel + shape2) x
(shapel + shape2)?]. If 02 = 1/(1 + shapel + shape?2) then the variance of Y can be written
o?u(1 — p) where i = shapel/(shapel + shape2) is the mean of Y.

Another parameterization of the beta distribution involving the mean and a precision parameter is
implemented in betaff.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Note

The response must have values in the interval (A, B). VGAM 0.7-4 and prior called this function
betaff.

Author(s)

Thomas W. Yee

References
Johnson, N. L. and Kotz, S. and Balakrishnan, N. (1995). Chapter 25 of: Continuous Univariate
Distributions, 2nd edition, Volume 2, New York: Wiley.

Gupta, A. K. and Nadarajah, S. (2004). Handbook of Beta Distribution and Its Applications, New
York: Marcel Dekker.
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See Also
betaff,

Beta, genbetall, betall, betabinomialff, betageometric, betaprime, rbetageom, rbetanorm,
kumar, simulate.vlm.

Examples

bdata <- data.frame(y = rbeta(1000, shapel = exp(Q), shape2 = exp(1)))
fit <- vglm(y ~ 1, betaR(lshapel = "identitylink",

lshape2 = "identitylink"”), bdata, trace = TRUE, crit = "coef")
fit <- vglm(y ~ 1, betaR, data = bdata, trace = TRUE, crit = "coef")
coef(fit, matrix = TRUE)
Coef(fit) # Useful for intercept-only models

bdata <- transform(bdata, Y =5+ 8 xy) # From 5 to 13, not @ to 1
fit <- vglm(Y ~ 1, betaR(A = 5, B = 13), data = bdata, trace = TRUE)
Coef (fit)

c(meanY = with(bdata, mean(Y)), head(fitted(fit),2))

Biamhcop Ali-Mikhail-Haq Bivariate Distribution

Description

Density, distribution function, and random generation for the (one parameter) bivariate Ali-Mikhail-
Hagq distribution.

Usage
dbiamhcop(x1, x2, apar, log = FALSE)
pbiamhcop(ql, g2, apar)
rbiamhcop(n, apar)

Arguments

x1, x2, q1, g2  vector of quantiles.

n number of observations. Same as runif

apar the association parameter.

log Logical. If TRUE then the logarithm is returned.
Details

See biamhcop, the VGAM family functions for estimating the parameter by maximum likelihood
estimation, for the formula of the cumulative distribution function and other details.
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Value

dbiamhcop gives the density, pbiamhcop gives the distribution function, and rbiamhcop generates
random deviates (a two-column matrix).

Author(s)
T. W. Yee and C. S. Chee

See Also

biamhcop.

Examples

x <- seq(@, 1, len = (N <- 101)); apar <- 0.7
ox <- expand.grid(x, x)
zedd <- dbiamhcop(ox[, 11, ox[, 21, apar = apar)

## Not run:

contour(x, x, matrix(zedd, N, N), col = "blue")
zedd <- pbiamhcop(ox[, 11, ox[, 21, apar = apar)
contour(x, x, matrix(zedd, N, N), col = "blue")

plot(r <- rbiamhcop(n = 1000, apar = apar), col = "blue")
par(mfrow = c(1, 2))

hist(r[, 1]1) # Should be uniform

hist(r[, 2]) # Should be uniform

## End(Not run)

biamhcop Ali-Mikhail-Hagq Distribution Family Function

Description
Estimate the association parameter of Ali-Mikhail-Haq’s bivariate distribution by maximum likeli-
hood estimation.

Usage

biamhcop(lapar = "rhobitlink"”, iapar = NULL, imethod = 1,
nsimEIM = 250)

Arguments
lapar Link function applied to the association parameter «, which is real and —1 <
a < 1. See Links for more choices.
iapar Numeric. Optional initial value for o. By default, an initial value is chosen inter-

nally. If a convergence failure occurs try assigning a different value. Assigning
a value will override the argument imethod.
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imethod An integer with value 1 or 2 which specifies the initialization method. If failure
to converge occurs try the other value, or else specify a value for iapar.

nsimgIM See CommonVGAMffArguments for more information.

Details

The cumulative distribution function is

P(Y1 <y1,Ys <o) = y1yo/(1 — (1 — y1)(1 — y2))

for —1 < a < 1. The support of the function is the unit square. The marginal distributions are
the standard uniform distributions. When o = 0 the random variables are independent. This is an
Archimedean copula.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

The response must be a two-column matrix. Currently, the fitted value is a matrix with two columns
and values equal to 0.5. This is because each marginal distribution corresponds to a standard uni-
form distribution.

Author(s)

T. W. Yee and C. S. Chee

References

Balakrishnan, N. and Lai, C.-D. (2009). Continuous Bivariate Distributions, 2nd ed. New York:
Springer.

See Also

rbiamhcop, bifgmcop, bigumbellexp, rbilogis, simulate.vlm.

Examples

ymat <- rbiamhcop(1000, apar = rhobitlink(2, inverse = TRUE))
fit <- vglm(ymat ~ 1, biamhcop, trace = TRUE)

coef(fit, matrix = TRUE)

Coef(fit)
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Biclaytoncop Clayton Copula (Bivariate) Distribution

Description

Density and random generation for the (one parameter) bivariate Clayton copula distribution.

Usage

dbiclaytoncop(x1, x2, apar = @, log = FALSE)
rbiclaytoncop(n, apar = @)

Arguments
x1, x2 vector of quantiles. The x1 and x2 should both be in the interval (0, 1).
n number of observations. Same as rnorm.
apar the association parameter. Should be in the interval [0, 00). The default corre-
sponds to independence.
log Logical. If TRUE then the logarithm is returned.
Details

See biclaytoncop, the VGAM family functions for estimating the parameter by maximum likeli-
hood estimation, for the formula of the cumulative distribution function and other details.

Value
dbiclaytoncop gives the density at point (x1,x2), rbiclaytoncop generates random deviates (a
two-column matrix).

Note

dbiclaytoncop() does not yet handle x1 = @ and/or x2 = @.

Author(s)
R. Feyter and T. W. Yee

References
Clayton, D. (1982). A model for association in bivariate survival data. Journal of the Royal Statis-
tical Society, Series B, Methodological, 44, 414-422.

See Also

biclaytoncop, binormalcop, binormal.
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Examples

## Not run: edge <- 0.01 # A small positive value

N <- 101; x <- seq(edge, 1.0 - edge, len = N); Rho <- 0.7

ox <- expand.grid(x, x)

zedd <- dbiclaytoncop(ox[, 11, ox[, 2], apar = Rho, log = TRUE)
par(mfrow = c(1, 2))

contour(x, x, matrix(zedd, N, N), col = 4, labcex = 1.5, las = 1)
plot(rbiclaytoncop(1000, 2), col = 4, las = 1)

## End(Not run)

biclaytoncop Clayton Copula (Bivariate) Family Function

Description

Estimate the correlation parameter of the (bivariate) Clayton copula distribution by maximum like-
lihood estimation.

Usage

biclaytoncop(lapar = "loglink"”, iapar = NULL, imethod = 1,
parallel = FALSE, zero = NULL)

Arguments
lapar, iapar, imethod
Details at CommonVGAMffArguments. See Links for more link function choices.

parallel, zero Details at CommonVGAMffArguments. If parallel = TRUE then the constraint is
also applied to the intercept.

Details

The cumulative distribution function is
Pluy,ug; o) = (uy® +uy® — 1)1/

for 0 < a. Here, « is the association parameter. The support of the function is the interior of the
unit square; however, values of 0 and/or 1 are not allowed (currently). The marginal distributions
are the standard uniform distributions. When o« = 0 the random variables are independent.

This VGAM family function can handle multiple responses, for example, a six-column matrix
where the first 2 columns is the first out of three responses, the next 2 columns being the next
response, etc.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.
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Note

The response matrix must have a multiple of two-columns. Currently, the fitted value is a matrix
with the same number of columns and values equal to 0.5. This is because each marginal distribution
corresponds to a standard uniform distribution.

This VGAM family function is fragile; each response must be in the interior of the unit square.

Author(s)

R. Feyter and T. W. Yee

References

Clayton, D. (1982). A model for association in bivariate survival data. Journal of the Royal Statis-
tical Society, Series B, Methodological, 44, 414-422.

Schepsmeier, U. and Stober, J. (2014). Derivatives and Fisher information of bivariate copulas.
Statistical Papers 55, 525-542.

See Also

rbiclaytoncop, dbiclaytoncop, kendall. tau.

Examples

ymat <- rbiclaytoncop(n = (nn <- 1000), apar = exp(2))
bdata <- data.frame(yl = ymat[, 11, y2 = ymat[, 21,
y3 = ymat[, 11, y4 = ymat[, 2], x2 = runif(nn))

summary (bdata)
## Not run: plot(ymat, col = "blue")
fitl <-

vglm(cbind(y1, y2, y3, y4) ~ 1, # 2 responses, e.g., (yl,y2) is the 1st
biclaytoncop, data = bdata,

trace = TRUE, crit = "coef”) # Sometimes a good idea
coef (fit1, matrix = TRUE)
Coef(fit1)
head(fitted(fit1))
summary (fit1)

# Another example; apar is a function of x2

bdata <- transform(bdata, apar = exp(-0.5 + x2))

ymat <- rbiclaytoncop(n = nn, apar = with(bdata, apar))

bdata <- transform(bdata, y5 = ymat[, 1], y6 = ymat[, 21)

fit2 <- vgam(cbind(y5, y6) ~ s(x2), data = bdata,
biclaytoncop(lapar = "loglink"”), trace = TRUE)

## Not run: plot(fit2, lcol = "blue”, scol = "orange”, se = TRUE)
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BICvlm Bayesian Information Criterion

Description

Calculates the Bayesian information criterion (BIC) for a fitted model object for which a log-
likelihood value has been obtained.

Usage
BICvlm(object, ..., k = log(nobs(object)))
Arguments
object, ... Same as AICv1m.
k Numeric, the penalty per parameter to be used; the default is log(n) where n is
the number of observations).
Details

The so-called BIC or SBC (Schwarz’s Bayesian criterion) can be computed by calling AICv1m with
a different k argument. See AICv1lm for information and caveats.

Value

Returns a numeric value with the corresponding BIC, or ..., depending on k.

Warning

Like AICv1m, this code has not been double-checked. The general applicability of BIC for the
VGLM/VGAM classes has not been developed fully. In particular, BIC should not be run on some
VGAM family functions because of violation of certain regularity conditions, etc.

Many VGAM family functions such as cumulative can have the number of observations absorbed
into the prior weights argument (e.g., weights in vglm), either before or after fitting. Almost all
VGAM family functions can have the number of observations defined by the weights argument,
e.g., as an observed frequency. BIC simply uses the number of rows of the model matrix, say, as
defining n, hence the user must be very careful of this possible error. Use at your own risk!!

Note

BIC, AIC and other ICs can have have many additive constants added to them. The important thing
are the differences since the minimum value corresponds to the best model.

BIC has not been defined for QRR-VGLMs yet.

Author(s)
T. W. Yee.
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See Also

AICv1lm, VGLMs are described in vglm-class; VGAMs are described in vgam-class; RR-VGLMs
are described in rrvglm-class; BIC, AIC.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))
(fit1 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = TRUE, reverse = TRUE), data = pneumo))
coef (fit1, matrix = TRUE)
BIC(fit1)
(fit2 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = FALSE, reverse = TRUE), data = pneumo))
coef (fit2, matrix = TRUE)
BIC(fit2)

Bifgmcop Farlie-Gumbel-Morgenstern’s Bivariate Distribution

Description

Density, distribution function, and random generation for the (one parameter) bivariate Farlie-
Gumbel-Morgenstern’s distribution.

Usage
dbifgmcop(x1, x2, apar, log = FALSE)
pbifgmcop(ql, g2, apar)
rbifgmcop(n, apar)

Arguments

x1, x2, q1, g2  vector of quantiles.

n number of observations. Same as in runif.

apar the association parameter.

log Logical. If TRUE then the logarithm is returned.
Details

See bifgmcop, the VGAM family functions for estimating the parameter by maximum likelihood
estimation, for the formula of the cumulative distribution function and other details.

Value

dbifgmcop gives the density, pbifgmcop gives the distribution function, and rbifgmcop generates
random deviates (a two-column matrix).
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Author(s)
T. W. Yee

See Also

bifgmcop.

Examples

## Not run: N <- 101; x <- seq(0.0, 1.0, len = N); apar <- 0.7
ox <- expand.grid(x, x)
zedd <- dbifgmcop(ox[, 11, ox[, 21, apar = apar)

contour(x, x, matrix(zedd, N, N), col = "blue")
zedd <- pbifgmcop(ox[, 1], ox[, 2], apar = apar)
contour(x, x, matrix(zedd, N, N), col = "blue")

plot(r <- rbifgmcop(n = 3000, apar = apar), col = "blue")
par(mfrow = c(1, 2))

hist(r[, 11) # Should be uniform

hist(r[, 2]) # Should be uniform

## End(Not run)

bifgmcop Farlie-Gumbel-Morgenstern’s Bivariate Distribution Family Func-
tion

Description

Estimate the association parameter of Farlie-Gumbel-Morgenstern’s bivariate distribution by maxi-
mum likelihood estimation.

Usage
bifgmcop(lapar = "rhobitlink”, iapar = NULL, imethod = 1)
Arguments

lapar, iapar, imethod
Details at CommonVGAMffArguments. See Links for more link function choices.

Details
The cumulative distribution function is
P(Y1 <y1,Ye <y2) = yiye(1 + a(l —y1)(1 — y2))

for —1 < a < 1. The support of the function is the unit square. The marginal distributions are the
standard uniform distributions. When oo = 0 the random variables are independent.
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Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

The response must be a two-column matrix. Currently, the fitted value is a matrix with two columns
and values equal to 0.5. This is because each marginal distribution corresponds to a standard uni-
form distribution.

Author(s)
T. W. Yee

References

Castillo, E., Hadi, A. S., Balakrishnan, N. and Sarabia, J. S. (2005). Extreme Value and Related
Models with Applications in Engineering and Science, Hoboken, NJ, USA: Wiley-Interscience.

Smith, M. D. (2007). Invariance theorems for Fisher information. Communications in Statistics—
Theory and Methods, 36(12), 2213-2222.

See Also

rbifgmcop, bifrankcop, bifgmexp, simulate.vim.

Examples

ymat <- rbifgmcop(1000, apar = rhobitlink(3, inverse = TRUE))
## Not run: plot(ymat, col = "blue")

fit <- vglm(ymat ~ 1, fam = bifgmcop, trace = TRUE)

coef(fit, matrix = TRUE)

Coef(fit)
head(fitted(fit))
bifgmexp Bivariate Farlie-Gumbel-Morgenstern Exponential Distribution Fam-
ily Function
Description

Estimate the association parameter of FGM bivariate exponential distribution by maximum likeli-
hood estimation.
Usage

bifgmexp(lapar = "rhobitlink”, iapar = NULL, tola@ = 0.01,
imethod = 1)
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Arguments
lapar Link function for the association parameter «, which lies between —1 and 1.
See Links for more choices and other information.
iapar Numeric. Optional initial value for a. By default, an initial value is chosen inter-
nally. If a convergence failure occurs try assigning a different value. Assigning
a value will override the argument imethod.
tola@ Positive numeric. If the estimate of o has an absolute value less than this then
it is replaced by this value. This is an attempt to fix a numerical problem when
the estimate is too close to zero.
imethod An integer with value 1 or 2 which specifies the initialization method. If failure
to converge occurs try the other value, or else specify a value for ia.
Details

The cumulative distribution function is
P(Y’l S ?Jl;YQ S y2) — e_yl_yQ(l + 04[1 _ e—yl][l _ e—yz]) + 1— e_yl _ e—yz

for o between —1 and 1. The support of the function is for y; > 0 and yo > 0. The marginal
distributions are an exponential distribution with unit mean. When o = 0 then the random variables
are independent, and this causes some problems in the estimation process since the distribution no
longer depends on the parameter.

A variant of Newton-Raphson is used, which only seems to work for an intercept model. It is a very
good idea to set trace = TRUE.

Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Note

The response must be a two-column matrix. Currently, the fitted value is a matrix with two columns
and values equal to 1. This is because each marginal distribution corresponds to a exponential
distribution with unit mean.

This VGAM family function should be used with caution.

Author(s)
T. W. Yee

References
Castillo, E., Hadi, A. S., Balakrishnan, N. and Sarabia, J. S. (2005). Extreme Value and Related
Models with Applications in Engineering and Science, Hoboken, NJ, USA: Wiley-Interscience.
See Also
bifgmcop, bigumbelIexp.
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Examples

N <- 1000; mdata <- data.frame(yl = rexp(N), y2 = rexp(N))

## Not run: plot(ymat)

fit <- vglm(cbind(y1, y2) ~ 1, bifgmexp, data = mdata, trace = TRUE)

fit <- vglm(cbind(yl, y2) ~ 1, bifgmexp, data = mdata, # May fail
trace = TRUE, crit = "coef")

coef (fit, matrix = TRUE)

Coef(fit)

head(fitted(fit))

bifrankcop Frank’s Bivariate Distribution Family Function

Description
Estimate the association parameter of Frank’s bivariate distribution by maximum likelihood estima-
tion.

Usage

bifrankcop(lapar = "loglink"”, iapar = 2, nsimEIM = 250)

Arguments
lapar Link function applied to the (positive) association parameter «.. See Links for
more choices.
iapar Numeric. Initial value for «. If a convergence failure occurs try assigning a
different value.
nsimgIM See CommonVGAMffArguments.
Details

The cumulative distribution function is
P(Y1 <y1,Ys <ya) = Ho(y1,y2) = log,[1 + (o —1)(a¥ = 1)/(a — 1)]

for a # 1. Note the logarithm here is to base «.. The support of the function is the unit square.

When 0 < a < 1 the probability density function A, (y1,y2) is symmetric with respect to the lines
y2 =y1and yo = 1 — y1. When a > 1 then hq(y1,y2) = hi/a(1 — y1,92)-

a = 1then H(y1,y2) = y1y2, i.€., uniform on the unit square. As « approaches 0 then H (y1, y2) =
min(yy,y2). As o approaches infinity then H (y1,y2) = max(0,y1 + y2 — 1).

The default is to use Fisher scoring implemented using rbifrankcop. For intercept-only models an
alternative is to set nsimEIM=NULL so that a variant of Newton-Raphson is used.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.
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Note

The response must be a two-column matrix. Currently, the fitted value is a matrix with two columns
and values equal to a half. This is because the marginal distributions correspond to a standard
uniform distribution.

Author(s)

T. W. Yee

References

Genest, C. (1987). Frank’s family of bivariate distributions. Biometrika, 74, 549-555.

See Also

rbifrankcop, bifgmcop, simulate.vlm.

Examples

## Not run:

ymat <- rbifrankcop(n = 2000, apar = exp(4))
plot(ymat, col = "blue")

fit <- vglm(ymat ~ 1, fam = bifrankcop, trace = TRUE)
coef(fit, matrix = TRUE)

Coef (fit)

veov(fit)

head(fitted(fit))

summary (fit)

## End(Not run)

bigumbelIexp Gumbel’s Type I Bivariate Distribution Family Function

Description
Estimate the association parameter of Gumbel’s Type I bivariate distribution by maximum likeli-
hood estimation.

Usage

bigumbelIexp(lapar = "identitylink"”, iapar = NULL, imethod = 1)
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Arguments
lapar Link function applied to the association parameter «. See Links for more
choices.
iapar Numeric. Optional initial value for a. By default, an initial value is chosen inter-
nally. If a convergence failure occurs try assigning a different value. Assigning
a value will override the argument imethod.
imethod An integer with value 1 or 2 which specifies the initialization method. If failure
to converge occurs try the other value, or else specify a value for ia.
Details

The cumulative distribution function is
P(Y1 <y1,Ya Syp) = e ¥r7eFamnie 1] o7t o702

for real . The support of the function is for y; > 0 and y» > 0. The marginal distributions are an
exponential distribution with unit mean.

A variant of Newton-Raphson is used, which only seems to work for an intercept model. It is a very
good idea to set trace=TRUE.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Note

The response must be a two-column matrix. Currently, the fitted value is a matrix with two columns
and values equal to 1. This is because each marginal distribution corresponds to a exponential
distribution with unit mean.

This VGAM family function should be used with caution.

Author(s)

T. W. Yee

References
Gumbel, E. J. (1960). Bivariate Exponential Distributions. Journal of the American Statistical
Association, 55, 698-707.

See Also

bifgmexp.
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Examples

nn <- 1000

gdata <- data.frame(yl = rexp(nn), y2 = rexp(nn))

## Not run: with(gdata, plot(cbind(y1, y2)))

fit <- vglm(cbind(yl, y2) ~ 1, bigumbellexp, gdata, trace = TRUE)
coef(fit, matrix = TRUE)

Coef(fit)

head(fitted(fit))

bilogis Bivariate Logistic Distribution

Description

Density, distribution function, quantile function and random generation for the 4-parameter bivari-
ate logistic distribution.

Usage

dbilogis(x1, x2, locl = @, scalel =1, loc2 = 0, scale2
log = FALSE)

pbilogis(ql, g2, locl = @, scalel = 1, loc2 = 0, scale2 = 1)

rbilogis(n, locl = @, scalel = 1, loc2 = @, scale2 = 1)

1
.

Arguments

x1, x2, q1, g2  vector of quantiles.

n number of observations. Same as rlogis.

loc1, loc2 the location parameters [ and [5.

scalel, scale2 the scale parameters s; and ss.

log Logical. If 1og = TRUE then the logarithm of the density is returned.

Details
See bilogis, the VGAM family function for estimating the four parameters by maximum likeli-
hood estimation, for the formula of the cumulative distribution function and other details.

Value
dbilogis gives the density, pbilogis gives the distribution function, and rbilogis generates
random deviates (a two-column matrix).

Note

Gumbel (1961) proposed two bivariate logistic distributions with logistic distribution marginals,
which he called Type I and Type II. The Type I is this one. The Type II belongs to the Morgenstern
type. The biamhcop distribution has, as a special case, this distribution, which is when the random
variables are independent.
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Author(s)

T. W. Yee

References

Gumbel, E. J. (1961). Bivariate logistic distributions. Journal of the American Statistical Associa-
tion, 56, 335-349.

See Also

bilogistic, biamhcop.

Examples

## Not run: par(mfrow = c(1, 3))

ymat <- rbilogis(n = 2000, locl = 5, loc2 = 7, scale2 = exp(1))
myxlim <- c(-2, 15); myylim <- c(-10, 30)

plot(ymat, xlim = myxlim, ylim = myylim)

N <- 100
x1 <- seq(myxlim[1], myxlim[2], len = N)
x2 <- seq(myylim[1], myylim[2], len = N)

ox <- expand.grid(x1, x2)
z <- dbilogis(ox[,1], ox[,2], locl =5, loc2 = 7, scale2 = exp(1))
contour(x1, x2, matrix(z, N, N), main = "density")

z <- pbilogis(ox[,1], ox[,2], locl = 5, loc2 = 7, scale2 = exp(1))
contour(x1, x2, matrix(z, N, N), main = "cdf")

## End(Not run)

bilogistic Bivariate Logistic Distribution Family Function

Description

Estimates the four parameters of the bivariate logistic distribution by maximum likelihood estima-
tion.

Usage

bilogistic(llocation = "identitylink”, lscale = "loglink",
ilocl = NULL, iscalel = NULL, iloc2 = NULL, iscale2 =
NULL, imethod = 1, nsimEIM = 250, zero = NULL)
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Arguments

llocation Link function applied to both location parameters /; and l». See Links for more
choices.

lscale Parameter link function applied to both (positive) scale parameters s; and So.
See Links for more choices.

iloct1, iloc2 Initial values for the location parameters. By default, initial values are chosen
internally using imethod. Assigning values here will override the argument
imethod.

iscalel, iscale2
Initial values for the scale parameters. By default, initial values are chosen
internally using imethod. Assigning values here will override the argument
imethod.

imethod An integer with value 1 or 2 which specifies the initialization method. If failure
to converge occurs try the other value.

nsimEIM, zero  See CommonVGAMffArguments for details.

Details
The four-parameter bivariate logistic distribution has a density that can be written as
exp[—(y1 —l)/s1 — (y2 — l2)/s2]
s152 (1+ exp[—(y1 — 1) /51] + exp[—(y2 — 12)/52])°

where s; > 0 and so > 0 are the scale parameters, and /; and [, are the location parameters. Each
of the two responses are unbounded, i.e., —oo < y; < oo. The mean of Y; is I; etc. The fitted
values are returned in a 2-column matrix. The cumulative distribution function is

fly1,y2; 1, 51,12, 82) =2

F(y1,y2; 11, 51,12, 52) = (1 + exp[—(y1 — 1) /s1] + exp[—(y2 — l2)/s2]) "

The marginal distribution of Y7 is
P(Y1 <y1) = Fyisl, 1) = (1+exp[—(y1 — 1) /s1]) " .

By default, 71 = I3, 2 = log(s1), 135 = l2, N4 = log(sz) are the linear/additive predictors.

Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Author(s)
T. W. Yee

References
Gumbel, E. J. (1961). Bivariate logistic distributions. Journal of the American Statistical Associa-
tion, 56, 335-349.

Castillo, E., Hadi, A. S., Balakrishnan, N. and Sarabia, J. S. (2005). Extreme Value and Related
Models with Applications in Engineering and Science, Hoboken, NJ, USA: Wiley-Interscience.
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See Also

logistic, rbilogis.

Examples

## Not run:

ymat <- rbilogis(n <- 50, locl =5, loc2 = 7, scale2 = exp(1))
plot(ymat)

bfit <- vglm(ymat ~ 1, family = bilogistic, trace = TRUE)
coef(bfit, matrix = TRUE)

Coef (bfit)

head(fitted(bfit))

veov (bfit)

head(weights(bfit, type = "work"))

summary (bfit)

## End(Not run)

Binom2.or Bivariate Odds Ratio Model

Description

Density and random generation for a bivariate binary regression model using an odds ratio as the
measure of dependency.

Usage

rbinom2.or(n, mut,
mu2 = if (exchangeable) mul else
stop("argument 'mu2' not specified”),
oratio = 1, exchangeable = FALSE, tol = 0.001,
twoCols = TRUE, colnames = if (twoCols) c("y1","y2") else
c("e0", "o1", "10", "11"),
ErrorCheck = TRUE)
dbinom2.or(mul, mu2 = if (exchangeable) mul else
stop(”'mu2' not specified”),
oratio = 1, exchangeable = FALSE, tol = 0.001,
colnames = c("00", "01", "10", "11"), ErrorCheck = TRUE)

Arguments
n number of observations. Same as in runif. The arguments mu1, mu2, oratio
are recycled to this value.
mul, mu2 The marginal probabilities. Only muT is needed if exchangeable = TRUE. Values

should be between 0 and 1.
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oratio

exchangeable

twoCols

colnames
tol

ErrorCheck

Details

Binom?2.or

Odds ratio. Must be numeric and positive. The default value of unity means the
responses are statistically independent.

Logical. If TRUE, the two marginal probabilities are constrained to be equal.

Logical. If TRUE, then a n x 2 matrix of 1s and Os is returned. If FALSE, then a
n X 4 matrix of 1s and 0s is returned.

The dimnames argument of matrix is assigned 1ist(NULL, colnames).

Tolerance for testing independence. Should be some small positive numerical
value.

Logical. Do some error checking of the input parameters?

The function rbinom2.or generates data coming from a bivariate binary response model. The data
might be fitted with the VGAM family function binom2.or.

The function dbinom2.or does not really compute the density (because that does not make sense
here) but rather returns the four joint probabilities.

Value

The function rbinom2.or returns either a 2 or 4 column matrix of Is and Os, depending on the
argument twoCols.

The function dbinom2.or returns a 4 column matrix of joint probabilities; each row adds up to

unity.

Author(s)
T. W. Yee

See Also

binom2.or.

Examples

nn <- 1000 # Example 1
ymat <- rbinom2.or(nn, mul = logitlink(1, inv = TRUE),

oratio = exp(2), exch = TRUE)

(mytab <- table(ymat[, 11, ymat[, 2], dnn = c("Y1", "Y2")))

(myor <- mytab["@","@"] * mytab[”‘l”,”‘]”] / (mytab[”‘l”,”@”] *
mytab[”@","1"1))

fit <- vglm(ymat ~ 1, binom2.or(exch = TRUE))

coef(fit, matrix = TRUE)

bdata <- data.frame(x2 = sort(runif(nn))) # Example 2
bdata <- transform(bdata,
mul = logitlink(-2 + 4 *x x2, inverse = TRUE),
mu2 = logitlink(-1 + 3 x x2, inverse = TRUE))
dmat <- with(bdata, dbinom2.or(mul = mul, mu2 = mu2,

oratio = exp(2)))
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ymat <- with(bdata, rbinom2.or(n = nn, mul = mul, mu2 = mu2,
oratio = exp(2)))
fit2 <- vglm(ymat ~ x2, binom2.or, data = bdata)
coef(fit2, matrix = TRUE)
## Not run:
matplot(with(bdata, x2), dmat, lty = 1:4, col = 1:4,
main = "Joint probabilities”, ylim = @:1, type = "1",
ylab = "Probabilities”, xlab = "x2", las = 1)
legend("top”, 1ty = 1:4, col = 1:4,
legend = c("1 = (y1=0, y2=0)", "2 = (y1=0, y2=1)",
"3 = (y1=1, y2=0)", "4 = (y1=1, y2=1)"))

## End(Not run)

binom2.or Bivariate Binary Regression with an Odds Ratio (Family Function)

Description

Fits a Palmgren (bivariate odds-ratio model, or bivariate logistic regression) model to two binary
responses. Actually, a bivariate logistic/probit/cloglog/cauchit model can be fitted. The odds ratio
is used as a measure of dependency.

Usage
binom2.or(lmu = "logitlink”, lmul = 1lmu, 1mu2 = lmu, loratio = "loglink",
imul = NULL, imu2 = NULL, ioratio = NULL, zero = "oratio”,
exchangeable = FALSE, tol = 0.001, more.robust = FALSE)
Arguments
1mu Link function applied to the two marginal probabilities. See Links for more
choices. See the note below.
Imul, 1mu2 Link function applied to the first and second of the two marginal probabilities.
loratio Link function applied to the odds ratio. See Links for more choices.

imul, imu2, ioratio
Optional initial values for the marginal probabilities and odds ratio. See CommonVGAMffArguments
for more details. In general good initial values are often required so use these
arguments if convergence failure occurs.

zero Which linear/additive predictor is modelled as an intercept only? The default is
for the odds ratio. A NULL means none. See CommonVGAMf fArguments for more
details.

exchangeable  Logical. If TRUE, the two marginal probabilities are constrained to be equal.

tol Tolerance for testing independence. Should be some small positive numerical
value.
more.robust Logical. If TRUE then some measures are taken to compute the derivatives and

working weights more robustly, i.e., in an attempt to avoid numerical problems.
Currently this feature is not debugged if set TRUE.
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Details

Also known informally as the Palmgren model, the bivariate logistic model is a full-likelihood
based model defined as two logistic regressions plus log(oratio) = eta3 where eta3 is the third
linear/additive predictor relating the odds ratio to explanatory variables. Explicitly, the default
model is

logit[P(Y; = D] =n;, j=1,2

for the marginals, and
log[P (Yoo = 1)P(Y11 = 1)/(P(Yo1 = 1)P(Y10 = 1))] = 13,

specifies the dependency between the two responses. Here, the responses equal 1 for a success and
a 0 for a failure, and the odds ratio is often written ¥ = pgop11/(P10po1). The model is fitted by
maximum likelihood estimation since the full likelihood is specified. The two binary responses are
independent if and only if the odds ratio is unity, or equivalently, the log odds ratio is 0. Fisher
scoring is implemented.

The default models 73 as a single parameter only, i.e., an intercept-only model, but this can be
circumvented by setting zero = NULL in order to model the odds ratio as a function of all the ex-
planatory variables. The function binom2.or () can handle other probability link functions such
as probitlink, clogloglink and cauchitlink links as well, so is quite general. In fact, the two
marginal probabilities can each have a different link function. A similar model is the bivariate pro-
bit model (binom2.rho), which is based on a standard bivariate normal distribution, but the bivariate
probit model is less interpretable and flexible.

The exchangeable argument should be used when the error structure is exchangeable, e.g., with
eyes or ears data.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

When fitted, the fitted.values slot of the object contains the four joint probabilities, labelled as
(Y1,Y2) =(0,0), (0,1), (1,0), (1,1), respectively. These estimated probabilities should be extracted
with the fitted generic function.

Note

At present we call binom2. or families a bivariate odds-ratio model. The response should be either
a 4-column matrix of counts (whose columns correspond to (Y7,Y2) = (0,0), (0,1), (1,0), (1,1)
respectively), or a two-column matrix where each column has two distinct values, or a factor with
four levels. The function rbinom2.or may be used to generate such data. Successful convergence
requires at least one case of each of the four possible outcomes.

By default, a constant odds ratio is fitted because zero = 3. Set zero = NULL if you want the odds
ratio to be modelled as a function of the explanatory variables; however, numerical problems are
more likely to occur.

The argument 1mu, which is actually redundant, is used for convenience and for upward compatibil-
ity: specifying 1mu only means the link function will be applied to 1Imu1 and 1mu2. Users who want
a different link function for each of the two marginal probabilities should use the Imu1 and 1mu2
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arguments, and the argument 1mu is then ignored. It doesn’t make sense to specify exchangeable
= TRUE and have different link functions for the two marginal probabilities.

Regarding Yee and Dirnbock (2009), the xij (see vglm.control) argument enables environmental
variables with different values at the two time points to be entered into an exchangeable binom2.or
model. See the author’s webpage for sample code.

Author(s)
Thomas W. Yee

References

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models, 2nd ed. London: Chapman &
Hall.

le Cessie, S. and van Houwelingen, J. C. (1994). Logistic regression for correlated binary data.
Applied Statistics, 43, 95-108.

Palmgren, J. (1989). Regression Models for Bivariate Binary Responses. Technical Report no. 101,
Department of Biostatistics, University of Washington, Seattle.

Yee, T. W. and Dirnbock, T. (2009). Models for analysing species’ presence/absence data at two
time points. Journal of Theoretical Biology, 259(4), 684—-694.

See Also

rbinom2.or, binom2.rho, loglinb2, loglinb3, zipebcom, coalminers, binomialff, logitlink,
probitlink, clogloglink, cauchitlink.

Examples

# Fit the model in Table 6.7 in McCullagh and Nelder (1989)
coalminers <- transform(coalminers, Age = (age - 42) / 5)
fit <- vglm(cbind(nBnW, nBW, BnW, BW) ~ Age,

binom2.or(zero = NULL), data = coalminers)
fitted(fit)
summary (fit)
coef(fit, matrix = TRUE)
c(weights(fit, type = "prior"”)) * fitted(fit) # Table 6.8

## Not run: with(coalminers, matplot(Age, fitted(fit), type = "1", las =1,
xlab = "(age - 42) / 5", lwd = 2))
with(coalminers, matpoints(Age, depvar(fit), col=1:4))
legend(x = -4, y = 0.5, 1ty = 1:4, col = 1:4, 1wd = 2,
legend = c("1 = (Breathlessness=0, Wheeze=0)",

"2 = (Breathlessness=0, Wheeze=1)",
"3 = (Breathlessness=1, Wheeze=0)",
"4 = (Breathlessness=1, Wheeze=1)"))

## End(Not run)

# Another model: pet ownership
## Not run: data(xs.nz, package = "VGAMdata")
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# More homogeneous:

petdata <- subset(xs.nz, ethnicity == "European” & age < 70 &
sex == "M")

petdata <- na.omit(petdatal, c("cat”, "dog", "age")l)

summary (petdata)

with(petdata, table(cat, dog)) # Can compute the odds ratio

fit <- vgam(cbind((1-cat) * (1-dog), (1-cat) * dog,
cat * (1-dog), cat * dog) ~ s(age, df = 5),
binom2.or(zero = 3), data = petdata, trace = TRUE)
colSums(depvar(fit))
coef(fit, matrix = TRUE)

## End(Not run)

## Not run: # Plot the estimated probabilities

000 <- order(with(petdata, age))

matplot(with(petdata, age)[ooo], fitted(fit)[ooo, 1, type = "1",
xlab = "Age", ylab = "Probability”, main = "Pet ownership”,
ylim = c(0, max(fitted(fit))), las =1, lwd = 1.5)

legend("topleft”, col=1:4, 1ty = 1:4, leg = c("no cat or dog ",
"dog only”, "cat only"”, "cat and dog"), lwd = 1.5)

## End(Not run)

Binom2.rho Bivariate Probit Model

Description

Density and random generation for a bivariate probit model. The correlation parameter rho is the
measure of dependency.

Usage

rbinom2.rho(n, mul,
mu2 = if (exchangeable) mul else stop("argument 'mu2' not specified”),
rho = @, exchangeable = FALSE, twoCols = TRUE,
colnames = if (twoCols) c("y1","y2") else c("00", "01", "10", "11"),
ErrorCheck = TRUE)

dbinom2.rho(mul,
mu2 = if (exchangeable) mul else stop(
rho = @, exchangeable = FALSE,
colnames = c("@0", "01", "10", "11"), ErrorCheck = TRUE)

"

mu2' not specified”),

Arguments

n number of observations. Same as in runif. The arguments mul, mu2, rho are
recycled to this value.
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mul, mu2

rho

exchangeable

twoCols

colnames

ErrorCheck

Details

111

The marginal probabilities. Only mu1 is needed if exchangeable = TRUE. Values
should be between 0 and 1.

The correlation parameter. Must be numeric and lie between —1 and 1. The
default value of zero means the responses are uncorrelated.

Logical. If TRUE, the two marginal probabilities are constrained to be equal.

Logical. If TRUE, then a n x 2 matrix of 1s and Os is returned. If FALSE, then a
n X 4 matrix of 1s and 0s is returned.

The dimnames argument of matrix is assigned 1ist (NULL, colnames).

Logical. Do some error checking of the input parameters?

The function rbinom2.rho generates data coming from a bivariate probit model. The data might
be fitted with the VGAM family function binom2. rho.

The function dbinom2. rho does not really compute the density (because that does not make sense
here) but rather returns the four joint probabilities.

Value

The function rbinom2.rho returns either a 2 or 4 column matrix of 1s and Os, depending on the

argument twoCols.

The function dbinom2.rho returns a 4 column matrix of joint probabilities; each row adds up to

unity.

Author(s)
T. W. Yee

See Also

binom2.rho.

Examples

(myrho <- rhobitl
nn <- 2000

ymat <- rbinom2.r
(mytab <- table(y
fit <- vglm(ymat
coef(fit, matrix

bdata <- data.fra
bdata <- transfor

dmat <- with(bdat
ymat <- with(bdat
fit2 <- vglm(ymat

ink(2, inverse = TRUE)) # Example 1

ho(nn, mul = 0.8, rho = myrho, exch = TRUE)
mat[, 1], ymat[, 2], dnn = c("Y1", "Y2")))
~ 1, binom2.rho(exch = TRUE))

= TRUE)

me(x2 = sort(runif(nn))) # Example 2
m(bdata, mul = probitlink(-2+4xx2, inv = TRUE),
mu2 = probitlink(-1+3*x2, inv = TRUE))
a, dbinom2.rho(mul, mu2, myrho))
a, rbinom2.rho(nn, mul, mu2, myrho))
~ x2, binom2.rho, data = bdata)

coef(fit2, matrix = TRUE)
## Not run: matplot(with(bdata, x2), dmat, 1ty = 1:4, col = 1:4,
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type = "1", main = "Joint probabilities”,
ylim = @:1, 1lwd = 2, ylab = "Probability")
legend(x = 0.25, y = 0.9, 1ty = 1:4, col = 1:4, 1lwd = 2,
legend = c("1 = (y1=0, y2=0)", "2 = (y1=0, y2=1)",
"3 = (y1=1, y2=0)", "4 = (y1=1, y2=1)"))
## End(Not run)

binom2.rho Bivariate Probit Regression

Description

Fits a bivariate probit model to two binary responses. The correlation parameter rho is the measure
of dependency.

Usage

binom2.rho(Imu = "probitlink”, 1lrho = "rhobitlink",
imul = NULL, imu2 = NULL,
irho = NULL, imethod = 1, zero = "rho",
exchangeable = FALSE, grho = seq(-0.95, 0.95, by = 0.05),
nsimEIM = NULL)

binom2.Rho(rho = @, imul = NULL, imu2 = NULL,
exchangeable = FALSE, nsimEIM = NULL)

n

Arguments
1mu Link function applied to the marginal probabilities. Should be left alone.
1rho Link function applied to the p association parameter. See Links for more choices.
imul, imu2 Optional initial values for the two marginal probabilities. May be a vector.
irho Optional initial value for p. If given, this should lie between —1 and 1. See
below for more comments.
zero Specifies which linear/additive predictors are modelled as intercept-only. A

NULL means none. Numerically, the p parameter is easiest modelled as an in-
tercept only, hence the default. See CommonVGAMffArguments for more infor-
mation.

exchangeable Logical. If TRUE, the two marginal probabilities are constrained to be equal.

imethod, nsimEIM, grho

See CommonVGAMffArguments for more information. A value of at least 100 for
nsimEIM is recommended; the larger the value the better.

rho Numeric vector. Values are recycled to the needed length, and ought to be in
range, which is (—1,1).



binom2.rho 113

Details

The bivariate probit model was one of the earliest regression models to handle two binary responses
jointly. It has a probit link for each of the two marginal probabilities, and models the association
between the responses by the p parameter of a standard bivariate normal distribution (with zero
means and unit variances). One can think of the joint probabilities being ® (71, 72; p) where @ is
the cumulative distribution function of a standard bivariate normal distribution.

Explicitly, the default model is
probit(P(Y; =1)| =mn;, j=1,2

for the marginals, and
rhobit[rho] = ns.

The joint probability P(Y; = 1,Ys = 1) = ®(n1,12;p), and from these the other three joint
probabilities are easily computed. The model is fitted by maximum likelihood estimation since the
full likelihood is specified. Fisher scoring is implemented.

The default models 73 as a single parameter only, i.e., an intercept-only model for rho, but this can
be circumvented by setting zero = NULL in order to model rho as a function of all the explanatory
variables.

The bivariate probit model should not be confused with a bivariate logit model with a probit link
(see binom2.or). The latter uses the odds ratio to quantify the association. Actually, the bivariate
logit model is recommended over the bivariate probit model because the odds ratio is a more natural
way of measuring the association between two binary responses.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

When fitted, the fitted.values slot of the object contains the four joint probabilities, labelled as
(Y1,Y2) =(0,0), (0,1), (1,0), (1,1), respectively.

Note

See binom2. or about the form of input the response should have.

By default, a constant p is fitted because zero = "rho"”. Set zero = NULL if you want the p parameter
to be modelled as a function of the explanatory variables. The value p lies in the interval (—1, 1),
therefore a rhobitlink link is default.

Converge problems can occur. If so, assign irho a range of values and monitor convergence (e.g.,
set trace = TRUE). Else try imethod. Practical experience shows that local solutions can occur, and
that irho needs to be quite close to the (global) solution. Also, imul and imu2 may be used.

This help file is mainly about binom2.rho(). binom2.Rho() fits a bivariate probit model with
known p. The inputted rho is saved in the misc slot of the fitted object, with rho as the component
name.

In some econometrics applications (e.g., Freedman 2010, Freedman and Sekhon 2010) one response
is used as an explanatory variable, e.g., a recursive binomial probit model. Such will not work here.
Historically, the bivariate probit model was the first VGAM I ever wrote, based on Ashford and
Sowden (1970). I don’t think they ever thought of it either! Hence the criticisms raised go beyond
the use of what was originally intended.
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Author(s)
Thomas W. Yee

References

Ashford, J. R. and Sowden, R. R. (1970). Multi-variate probit analysis. Biometrics, 26, 535-546.
Freedman, D. A. (2010). Statistical Models and Causal Inference: a Dialogue with the Social
Sciences, Cambridge: Cambridge University Press.

Freedman, D. A. and Sekhon, J. S. (2010). Endogeneity in probit response models. Political Anal-
ysis, 18, 138-150.

See Also

rbinom2.rho, rhobitlink, pbinorm, binom2.or, loglinb2, coalminers, binomialff, rhobitlink,
fisherzlink.

Examples

coalminers <- transform(coalminers, Age = (age - 42) / 5)
fit <- vglm(cbind(nBnW, nBW, BnW, BW) ~ Age,

binom2.rho, data = coalminers, trace = TRUE)
summary (fit)
coef(fit, matrix = TRUE)

binomialff Binomial Family Function

Description

Family function for fitting generalized linear models to binomial responses

Usage

binomialff(link = "logitlink”, multiple.responses = FALSE,
parallel = FALSE, zero = NULL, bred = FALSE, earg.link = FALSE)

Arguments

link Link function; see Links and CommonVGAMffArguments for more information.
multiple.responses
Multivariate response? If TRUE, then the response is interpreted as M inde-
pendent binary responses, where M is the number of columns of the response
matrix. In this case, the response matrix should have () columns consisting of
counts (successes), and the weights argument should have () columns consist-
ing of the number of trials (successes plus failures).
If FALSE and the response is a (2-column) matrix, then the number of successes
is given in the first column, and the second column is the number of failures.
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parallel A logical or formula. Used only if multiple. responses is TRUE. This argument
allows for the parallelism assumption whereby the regression coefficients for a
variable is constrained to be equal over the M linear/additive predictors. If
parallel = TRUE then the constraint is not applied to the intercepts.

zero An integer-valued vector specifying which linear/additive predictors are mod-
elled as intercepts only. The values must be from the set {1,2,...,M }, where M
is the number of columns of the matrix response. See CommonVGAMffArguments
for more information.

earg.link Details at CommonVGAMffArguments.

bred Details at CommonVGAMffArguments. Setting bred = TRUE should work for mul-
tiple responses (multiple.responses = TRUE) and all VGAM link functions; it
has been tested for logitlink only (and it gives similar results to brglm but not
identical), and further testing is required. One result from fitting bias reduced
binary regression is that finite regression coefficients occur when the data is sep-
arable (see example below). Currently hdeff.vglm does not work when bred =
TRUE.

Details

This function is largely to mimic binomial, however there are some differences.

When used with cqo and cao, it may be preferable to use the clogloglink link.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, vgam, rrvglm, cqo, and cao.

Warning

See the above note regarding bred.

The maximum likelihood estimate will not exist if the data is completely separable or quasi-
completely separable. See Chapter 10 of Altman et al. (2004) for more details, and safeBina-
ryRegression and hdeff.vglm. Yet to do: add a sepcheck = TRUE, say, argument to further detect
this problem and give an appropriate warning.

Note

If multiple.responses is FALSE (default) then the response can be of one of two formats: a
factor (first level taken as failure), or a 2-column matrix (first column = successes) of counts. The
argument weights in the modelling function can also be specified as any vector of positive values.
In general, 1 means success and 0 means failure (to check, see the y slot of the fitted object). Note
that a general vector of proportions of success is no longer accepted.

The notation M is used to denote the number of linear/additive predictors.

If multiple.responses is TRUE, then the matrix response can only be of one format: a matrix of
I’s and O’s (1 = success).

Fisher scoring is used. This can sometimes fail to converge by oscillating between successive
iterations (Ridout, 1990). See the example below.
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Author(s)
Thomas W. Yee

References

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models, 2nd ed. London: Chapman &
Hall.

Altman, M. and Gill, J. and McDonald, M. P. (2004). Numerical Issues in Statistical Computing for
the Social Scientist, Hoboken, NJ, USA: Wiley-Interscience.

Ridout, M. S. (1990). Non-convergence of Fisher’s method of scoring—a simple example. GLIM
Newsletter, 20(6).

See Also

hdeff.vglm, Links, alogitlink, asinlink, N1binomial, rrvglm, cqo, cao, betabinomial,
posbinomial, zibinomial, double.expbinomial, seq2binomial, amlbinomial, simplex, binomial,
simulate.vlm, safeBinaryRegression, residualsvglm.

Examples

shunua <- hunua[sort.list(with(hunua, altitude)), 1 # Sort by altitude
fit <- vglm(agaaus ~ poly(altitude, 2), binomialff(link = clogloglink),
data = shunua)

## Not run:
plot(agaaus ~ jitter(altitude), shunua, ylab = "Pr(Agaaus = 1)",
main = "Presence/absence of Agathis australis”, col = 4, las = 1)

with(shunua, lines(altitude, fitted(fit), col = "orange”, lwd = 2))
## End(Not run)

# Fit two species simultaneously
fit2 <- vgam(cbind(agaaus, kniexc) ~ s(altitude),
binomialff(multiple.responses = TRUE), data = shunua)

## Not run:
with(shunua, matplot(altitude, fitted(fit2), type = "1",
main = "Two species response curves”, las = 1))

## End(Not run)

# Shows that Fisher scoring can sometime fail. See Ridout (1990).
ridout <- data.frame(v = c(1000, 100, 10), r = c(4, 3, 3), n = rep(5, 3))
(ridout <- transform(ridout, logv = log(v)))
# The iterations oscillates between two local solutions:
glm.fail <- glm(r / n ~ offset(logv) + 1, weight = n,

binomial(link = 'cloglog'), ridout, trace = TRUE)
coef(glm.fail)
# vglm()'s half-stepping ensures the MLE of -5.4007 is obtained:
vglm.ok <- vglm(cbind(r, n-r) ~ offset(logv) + 1,

binomialff(link = clogloglink), ridout, trace = TRUE)
coef (vglm.ok)

# Separable data
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set.seed(123)
threshold <- @
bdata <- data.frame(x2 = sort(rnorm(nn <- 100)))
bdata <- transform(bdata, y1 = ifelse(x2 < threshold, 0, 1))
fit <- vglm(yl ~ x2, binomialff(bred = TRUE),

data = bdata, criter = "coef"”, trace = TRUE)
coef(fit, matrix = TRUE) # Finite!!
summary (fit)
## Not run: plot(depvar(fit) ~ x2, data = bdata, col = "blue”, las = 1)
lines(fitted(fit) ~ x2, data = bdata, col = "orange")
abline(v = threshold, col = "gray"”, lty = "dashed")
## End(Not run)

Binorm Bivariate Normal Distribution Cumulative Distribution Function

Description

Density, cumulative distribution function and random generation for the bivariate normal distribu-
tion distribution.

Usage

dbinorm(x1, x2, meanl = @, mean2 = @, varl =1, var2 =1, covli2 = 0,

log = FALSE)

pbinorm(gl, g2, meanl = @, mean2 = @, varl = 1, var2 = 1, covli2 = 0)

rbinorm(n, mean1 = @, mean2 = @, varl =1, var2 =1, covl2 = 0)

pnorm2(x1, x2, meanl = @, mean2 = @, varl =1, var2 = 1, covl2 = Q)
Arguments

x1, x2, q1, g2  vector of quantiles.

meanl, mean2, varl, var2, covl12

vector of means, variances and the covariance.

n number of observations. Same as rnorm.

log Logical. If 1og = TRUE then the logarithm of the density is returned.
Details

The default arguments correspond to the standard bivariate normal distribution with correlation
parameter p = 0. That is, two independent standard normal distributions. Let sd1 (say) be
sqrt(var1) and written oy, etc. Then the general formula for the correlation coefficient is p =
cov/(o102) where cov is argument cov12. Thus if arguments var1 and var2 are left alone then
cov12 can be inputted with p.

One can think of this function as an extension of pnorm to two dimensions, however note that the
argument names have been changed for VGAM 0.9-1 onwards.
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Value

dbinorm gives the density, pbinorm gives the cumulative distribution function, rbinorm generates
random deviates (n by 2 matrix).

Warning

Being based on an approximation, the results of pbinorm() may be negative! Also, pnorm2()
should be withdrawn soon; use pbinorm() instead because it is identical.

Note

For rbinorm(), if the ith variance-covariance matrix is not positive-definite then the ith row is all
NAs.

References

pbinorm() is based on Donnelly (1973), the code was translated from FORTRAN to ratfor using
struct, and then from ratfor to C manually. The function was originally called bivnor, and TWY
only wrote a wrapper function.

Donnelly, T. G. (1973). Algorithm 462: Bivariate Normal Distribution. Communications of the
ACM, 16, 638.

See Also

pnorm, binormal, uninormal.

Examples

yvec <- c(-5, -1.96, @, 1.96, 5)
ymat <- expand.grid(yvec, yvec)
cbind(ymat, pbinorm(ymat[, 11, ymat[, 21))

## Not run: rhovec <- seq(-0.95, 0.95, by = 0.01)
plot(rhovec, pbinorm(@, @, covl12 = rhovec),

xlab = expression(rho), lwd = 2,

type = "1", col = "blue”, las = 1)
abline(v = @, h = 0.25, col = "gray", lty = "dashed")
## End(Not run)

binormal Bivariate Normal Distribution Family Function

Description

Maximum likelihood estimation of the five parameters of a bivariate normal distribution.
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Usage
binormal(lmean1 = "identitylink”, lmean2 = "identitylink",

1sd1 = "loglink", 1sd2 = "loglink",
lrho = "rhobitlink",
imean1 = NULL, imean2 = NULL,
isd1 = NULL, isd2 = NULL,
irho = NULL, imethod = 1,
eq.mean = FALSE, eq.sd = FALSE,
zero = c("sd", "rho"), rho.arg = NA)

Arguments

Imean1, 1mean2, 1sd1, 1sd2, 1rho
Link functions applied to the means, standard deviations and rho parameters.
See Links for more choices. Being positive quantities, a log link is the default
for the standard deviations.

imeanl, imean2, isd1, isd2, irho, imethod, zero
See CommonVGAMffArguments for more information.

eq.mean, eq.sd Logical or formula. Constrains the means or the standard deviations to be equal.

rho.arg If p is known then this argument may be assigned the (scalar) value lying in
(—1,1). The default is to estimate that parameter so that A/ = 5. If known, then
other arguments such as 1rho and irho are ignored, and "rho” is removed from
zero.

Details

For the bivariate normal distribution, this fits a linear model (LM) to the means, and by default, the
other parameters are intercept-only. The response should be a two-column matrix. The correlation
parameter is rho, which lies between —1 and 1 (thus the rhobitlink link is a reasonable choice).
The fitted means are returned as the fitted values, which is in the form of a two-column matrix.
Fisher scoring is implemented.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Warning

This function may be renamed to normal2() or something like that at a later date.

Note

If both equal means and equal standard deviations are desired then use something like constraints
=list("(Intercept)” = matrix(c(1,1,0,0,0, 0,0,1,1,0,0,0,0,0,1), 5, 3)) and maybe
zero = NULL etc.
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Author(s)
T. W. Yee

See Also

uninormal, trinormal, pbinorm, bistudentt, rhobitlink.

Examples

set.seed(123); nn <- 1000
bdata <- data.frame(x2 = runif(nn), x3 = runif(nn))
bdata <- transform(bdata, y1 = rnorm(nn, 1 + 2 * x2),

y2 = rnorm(nn, 3 + 4 * x2))
fitl <- vglm(cbind(y1, y2) ~ x2,

binormal(eq.sd = TRUE), bdata, trace = TRUE)

coef (fitl, matrix = TRUE)
constraints(fitl)
summary (fit1)

# Estimated P(Y1 <= y1, Y2 <= y2) under the fitted model
varl <- loglink(2 * predict(fit1)[, "loglink(sd1)"], inv = TRUE)
var2 <- loglink(2 * predict(fit1)[, "loglink(sd2)"], inv = TRUE)
covl12 <- rhobitlink(predict(fit1)[, "rhobitlink(rho)"], inv = TRUE)
head(with(bdata, pbinorm(y1, y2,

meanl = predict(fit1)[, "mean1"],

mean2 = predict(fit1)[, "mean2"],

var1l = varl, var2 = var2, covi2 = covi2)))

binormalcop Gaussian Copula (Bivariate) Family Function

Description

Estimate the correlation parameter of the (bivariate) Gaussian copula distribution by maximum
likelihood estimation.

Usage

binormalcop(lrho = "rhobitlink”, irho = NULL,
imethod = 1, parallel = FALSE, zero = NULL)

Arguments

lrho, irho, imethod
Details at CommonVGAMffArguments. See Links for more link function choices.

parallel, zero Details at CommonVGAMffArguments. If parallel = TRUE then the constraint is
applied to the intercept too.
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Details
The cumulative distribution function is
P(Y1 <y1,Ya <yz) = Po(® (1), 2 (12); )
for —1 < p < 1, ®5 is the cumulative distribution function of a standard bivariate normal (see

pbinorm), and P is the cumulative distribution function of a standard univariate normal (see pnorm).

The support of the function is the interior of the unit square; however, values of 0 and/or 1 are not
allowed. The marginal distributions are the standard uniform distributions. When p = 0 the random
variables are independent.

This VGAM family function can handle multiple responses, for example, a six-column matrix
where the first 2 columns is the first out of three responses, the next 2 columns being the next
response, etc.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

The response matrix must have a multiple of two-columns. Currently, the fitted value is a matrix
with the same number of columns and values equal to 0.5. This is because each marginal distribution
corresponds to a standard uniform distribution.

This VGAM family function is fragile; each response must be in the interior of the unit square.
Setting crit = "coef” is sometimes a good idea because inaccuracies in pbinorm might mean
unnecessary half-stepping will occur near the solution.

Author(s)
T. W. Yee

References

Schepsmeier, U. and Stober, J. (2014). Derivatives and Fisher information of bivariate copulas.
Statistical Papers 55, 525-542.

See Also

rbinormcop, rhobitlink, pnorm, kendall. tau.

Examples

nn <- 1000
ymat <- rbinormcop(nn, rho = rhobitlink(-0.9, inverse = TRUE))
bdata <- data.frame(yl = ymat[, 11, y2 = ymat[, 21,

y3 = ymat[, 11, y4 = ymat[, 21,

X2 = runif(nn))

summary (bdata)
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## Not run: plot(ymat, col = "blue”)
fitl <- # 2 responses, e.g., (yl,y2) is the 1st
vglm(cbind(y1, y2, y3, y4) ~ 1, fam = binormalcop,

crit = "coef”, # Sometimes a good idea
data = bdata, trace = TRUE)

coef(fit1, matrix = TRUE)

Coef (fit1)

head(fitted(fit1))

summary (fit1)

# Another example; rho is a linear function of x2

bdata <- transform(bdata, rho = -0.5 + x2)

ymat <- rbinormcop(n = nn, rho = with(bdata, rho))

bdata <- transform(bdata, y5 = ymat[, 1], y6 = ymat[, 2])

fit2 <- vgam(cbind(y5, y6) ~ s(x2), data = bdata,
binormalcop(lrho = "identitylink"), trace = TRUE)

## Not run: plot(fit2, lcol = "blue”, scol = "orange", se = TRUE)

Binormcop Gaussian Copula (Bivariate) Distribution

Description
Density, distribution function, and random generation for the (one parameter) bivariate Gaussian
copula distribution.
Usage
dbinormcop(x1, x2, rho = @, log = FALSE)
pbinormcop(ql, g2, rho = 0)
rbinormcop(n, rho = @)

Arguments

x1, x2, q1, g2 vector of quantiles. The x1 and x2 should be in the interval (0, 1). Ditto for q1

and g2.
n number of observations. Same as rnorm.
rho the correlation parameter. Should be in the interval (—1, 1).
log Logical. If TRUE then the logarithm is returned.

Details
See binormalcop, the VGAM family functions for estimating the parameter by maximum likeli-
hood estimation, for the formula of the cumulative distribution function and other details.

Value

dbinormcop gives the density, pbinormcop gives the distribution function, and rbinormcop gener-
ates random deviates (a two-column matrix).
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Note
Yettodo: allow x1 and/or x2 to have values 1, and to allow any values for x1 and/or x2 to be outside
the unit square.

Author(s)
T. W. Yee

See Also

binormalcop, binormal.

Examples

## Not run: edge <- 0.01 # A small positive value

N <- 101; x <- seq(edge, 1.0 - edge, len = N); Rho <- 0.7

ox <- expand.grid(x, x)

zedd <- dbinormcop(ox[, 11, ox[, 2], rho = Rho, log = TRUE)
contour(x, x, matrix(zedd, N, N), col = "blue”, labcex = 1.5)
zedd <- pbinormcop(ox[, 1], ox[, 2], rho = Rho)

contour(x, x, matrix(zedd, N, N), col = "blue”, labcex = 1.5)

## End(Not run)

Biplackett Plackett’s Bivariate Copula

Description

Density, distribution function, and random generation for the (one parameter) bivariate Plackett
copula.

Usage

dbiplackcop(x1, x2, oratio, log = FALSE)
pbiplackcop(gl, g2, oratio)
rbiplackcop(n, oratio)

Arguments

x1, x2, q1, g2  vector of quantiles.
n number of observations. Same as in runif.
oratio the positive odds ratio .

log Logical. If TRUE then the logarithm is returned.
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Details
See biplackettcop, the VGAM family functions for estimating the parameter by maximum like-
lihood estimation, for the formula of the cumulative distribution function and other details.

Value
dbiplackcop gives the density, pbiplackcop gives the distribution function, and rbiplackcop
generates random deviates (a two-column matrix).

Author(s)
T. W. Yee

References
Mardia, K. V. (1967). Some contributions to contingency-type distributions. Biometrika, 54, 235—
249.

See Also

biplackettcop, bifrankcop.

Examples

## Not run: N <- 101; oratio <- exp(1)
x <- seq(0.0, 1.0, len = N)
ox <- expand.grid(x, x)

zedd <- dbiplackcop(ox[, 11, ox[,

2], oratio = oratio)

contour(x, x, matrix(zedd, N, N), col = "blue")

zedd <- pbiplackcop(ox[, 1], ox[, 2], oratio = oratio)
contour(x, x, matrix(zedd, N, N), col = "blue")
plot(rr <- rbiplackcop(n = 3000, oratio = oratio))

par(mfrow = c(1, 2))
hist(rr[, 1]) # Should be uniform

hist(rr[, 21) # Should be uniform

## End(Not run)

biplackettcop

Plackett’s Bivariate Copula Family Function

Description

Estimate the association parameter of Plackett’s bivariate distribution (copula) by maximum likeli-

hood estimation.
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Usage

biplackettcop(link = "loglink"”, ioratio = NULL, imethod = 1,
nsimEIM = 200)

Arguments
link Link function applied to the (positive) odds ratio ¥. See Links for more choices
and information.
ioratio Numeric. Optional initial value for ¢). If a convergence failure occurs try as-

signing a value or a different value.
imethod, nsimEIM
See CommonVGAMffArguments.
Details

The defining equation is
Yp=Hx 11—y —yoa+H)/((y1 — H) x (y2 — H))
where P(Y1 < 11,Y2 < y2) = Hy(y1,y2) is the cumulative distribution function. The density

function is hy (Y1, y2) =

WL+ (= 1)1+ 2 — 2092)]/ ([1+ (= V(w1 + )] — 4( — Dyays) >

for ¢ > 0. Some writers call ¥ the cross product ratio but it is called the odds ratio here. The
support of the function is the unit square. The marginal distributions here are the standard uniform
although it is commonly generalized to other distributions.

If ¢ = 1 then hy(y1,y2) = Y1Y2, i.e., independence. As the odds ratio tends to infinity one has
Y1 = Y2. As the odds ratio tends to O one has yo = 1 — ;.

Fisher scoring is implemented using rbiplackcop. Convergence is often quite slow.

Value
An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.
Note
The response must be a two-column matrix. Currently, the fitted value is a 2-column matrix with
0.5 values because the marginal distributions correspond to a standard uniform distribution.
Author(s)
T. W. Yee

References

Plackett, R. L. (1965). A class of bivariate distributions. Journal of the American Statistical Asso-
ciation, 60, 516-522.
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See Also

rbiplackcop, bifrankcop.

Examples

## Not run:

ymat <- rbiplackcop(n = 2000, oratio = exp(2))
plot(ymat, col = "blue")

fit <- vglm(ymat ~ 1, fam = biplackettcop, trace = TRUE)
coef(fit, matrix = TRUE)

Coef(fit)

veov(fit)

head(fitted(fit))

summary (fit)

## End(Not run)

biplot-methods Biplot of Constrained Regression Models

Description

biplot is a generic function applied to RR-VGLMs and QRR-VGLMs etc. These apply to rank-
1 and rank-2 models of these only. For RR-VGLMs these plot the second latent variable scores
against the first latent variable scores.

Methods

x The object from which the latent variables are extracted and/or plotted.

Note

See 1vplot which is very much related to biplots.

Bisa The Birnbaum-Saunders Distribution

Description

Density, distribution function, and random generation for the Birnbaum-Saunders distribution.

Usage
dbisa(x, scale = 1, shape, log = FALSE)
pbisa(q, scale = 1, shape, lower.tail = TRUE, log.p = FALSE)
gbisa(p, scale = 1, shape, lower.tail = TRUE, log.p = FALSE)
1

rbisa(n, scale = 1, shape)
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Arguments
X, q vector of quantiles.
p vector of probabilities.
n Same as in runif.
scale, shape the (positive) scale and shape parameters.
log Logical. If TRUE then the logarithm of the density is returned.

lower.tail, log.p
Same meaning as in pnorm or gnorm.

Details

The Birnbaum-Saunders distribution is a distribution which is used in survival analysis. See bisa,
the VGAM family function for estimating the parameters, for more details.

Value

dbisa gives the density, pbisa gives the distribution function, and gbisa gives the quantile func-
tion, and rbisa generates random deviates.

Author(s)
T. W. Yee and Kai Huang

See Also

bisa.

Examples

## Not run:
x <- seq(@, 6, len = 400)
plot(x, dbisa(x, shape = 1), type = "1", col = "blue”,

ylab = "Density”, lwd = 2, ylim = c(0,1.3), 1ty = 3,

main = "X ~ Birnbaum-Saunders(shape, scale = 1)")
lines(x, dbisa(x, shape = 2), col = "orange”, 1ty = 2, lwd = 2)
lines(x, dbisa(x, shape = ©0.5), col = "green”, 1ty = 1, lwd = 2)
legend(x = 3, y = 0.9, legend = paste(”"shape = ",c(0.5, 1,2)),

non

col = c("green","blue”,"orange"), 1ty = 1:3, 1lwd = 2)

shape <- 1; x <- seq(0.0, 4, len = 401)
plot(x, dbisa(x, shape = shape), type = "1", col = "blue”,

main = "Blue is density, orange is the CDF", las = 1,
sub = "Red lines are the 10,20,...,90 percentiles”,
ylab = ""  ylim = 0:1)

abline(h = @, col = "blue”, 1ty = 2)

lines(x, pbisa(x, shape = shape), col = "orange")

probs <- seq(@.1, 0.9, by = 0.1)
Q <- gbisa(probs, shape = shape)
lines(Q, dbisa(Q, shape = shape), col = "red”, 1ty = 3, type = "h")
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pbisa(Q, shape = shape) - probs # Should be all zero
abline(h = probs, col = "red”, lty = 3)
lines(Q, pbisa(Q, shape = shape), col = "red”, 1ty = 3, type = "h")

## End(Not run)

bisa

Birnbaum-Saunders Regression Family Function

Description

Estimates the shape and scale parameters of the Birnbaum-Saunders distribution by maximum like-
lihood estimation.

Usage

bisa(lscale =
ishape =

Arguments

nowarning

lscale, 1shape

iscale, ishape

imethod

zero

Details

"loglink"”, lshape = "loglink”, iscale =1,
NULL, imethod = 1, zero = "shape"”, nowarning = FALSE)

Logical. Suppress a warning? Ignored for VGAM 0.9-7 and higher.

Parameter link functions applied to the shape and scale parameters (a and b
below). See Links for more choices. A log link is the default for both because
they are positive.

Initial values for a and b. A NULL means an initial value is chosen internally
using imethod.

An integer with value 1 or 2 or 3 which specifies the initialization method. If
failure to converge occurs try the other value, or else specify a value for ishape
and/or iscale.

Specifies which linear/additive predictor is modelled as intercept-only. If used,
choose one value from the set {1,2}. See CommonVGAMffArguments for more
details.

The (two-parameter) Birnbaum-Saunders distribution has a cumulative distribution function that

can be written as

F(y;a,b) = @[{(y/b)/a]

where ®(-) is the cumulative distribution function of a standard normal (see pnorm), £(t) = v/t —
1/ Vi, y > 0, a > 0 is the shape parameter, b > 0 is the scale parameter. The mean of Y (which
is the fitted value) is b(1 + a?/2). and the variance is a?b*(1 + 2a?). By default, n; = log(a) and
12 = log(b) for this family function.

Note that a and b are orthogonal, i.e., the Fisher information matrix is diagonal. This family function
implements Fisher scoring, and it is unnecessary to compute any integrals numerically.
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Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Author(s)
T. W. Yee

References

Lemonte, A. J. and Cribari-Neto, F. and Vasconcellos, K. L. P. (2007). Improved statistical inference
for the two-parameter Birnbaum-Saunders distribution. Computational Statistics & Data Analysis,
51, 4656-4681.

Birnbaum, Z. W. and Saunders, S. C. (1969). A new family of life distributions. Journal of Applied
Probability, 6, 319-327.

Birnbaum, Z. W. and Saunders, S. C. (1969). Estimation for a family of life distributions with
applications to fatigue. Journal of Applied Probability, 6, 328-347.

Engelhardt, M. and Bain, L. J. and Wright, F. T. (1981). Inferences on the parameters of the
Birnbaum-Saunders fatigue life distribution based on maximum likelihood estimation. Techno-
metrics, 23, 251-256.

Johnson, N. L. and Kotz, S. and Balakrishnan, N. (1995). Continuous Univariate Distributions, 2nd
edition, Volume 2, New York: Wiley.

See Also

pbisa, inv.gaussianff, CommonVGAMffArguments.

Examples

bdatal <- data.frame(x2 = runif(nn <- 1000))
bdatal <- transform(bdatal, shape = exp(-0.5 + x2),
scale = exp(1.5))
bdatal <- transform(bdatal, y = rbisa(nn, scale, shape))
fitl <- vglm(y ~ x2, bisa(zero = 1), data = bdatal, trace = TRUE)
coef(fit1, matrix = TRUE)

## Not run:
bdata2 <- data.frame(shape = exp(-0.5), scale = exp(0.5))
bdata2 <- transform(bdata2, y = rbisa(nn, scale, shape))
fit <- vglm(y ~ 1, bisa, data = bdata2, trace = TRUE)
with(bdata2, hist(y, prob = TRUE, ylim = c(0, 0.5),
col = "lightblue”))

coef(fit, matrix = TRUE)
with(bdata2, mean(y))
head(fitted(fit))
x <- with(bdata2, seq(@, max(y), len = 200))
lines(dbisa(x, Coef(fit)[1], Coef(fit)[2]) ~ x, data = bdata2,

col = "orange"”, lwd = 2)
## End(Not run)
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Bistudentt Bivariate Student-t Distribution Density Function

Description

Density for the bivariate Student-t distribution.

Usage

dbistudentt(x1, x2, df, rho = @, log = FALSE)

Arguments
x1, x2 vector of quantiles.
df, rho vector of degrees of freedom and correlation parameter. For df, a value Inf is
currently not working.
log Logical. If 1og = TRUE then the logarithm of the density is returned.
Details

One can think of this function as an extension of dt to two dimensions. See bistudentt for more
information.

Value

dbistudentt gives the density.

See Also

bistudentt, dt.

Examples

## Not run: N <- 101; x <- seq(-4, 4, len = N); Rho <- 0.7
mydf <- 10; ox <- expand.grid(x, x)
zedd <- dbistudentt(ox[, 11, ox[, 2], df = mydf,
rho = Rho, log = TRUE)
contour(x, x, matrix(zedd, N, N), col = "blue"”, labcex = 1.5)

## End(Not run)
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bistudentt Bivariate Student-t Family Function

Description
Estimate the degrees of freedom and correlation parameters of the (bivariate) Student-t distribution
by maximum likelihood estimation.

Usage

bistudentt(ldf = "logloglink”, 1lrho = "rhobitlink”,
idf = NULL, irho = NULL, imethod = 1,
parallel = FALSE, zero = "rho")

Arguments

1df, 1rho, idf, irho, imethod
Details at CommonVGAMffArguments. See Links for more link function choices.

parallel, zero Details at CommonVGAMffArguments.

Details

The density function is

1+ (U5 +y3 — 2py1y2)/ (v(1 = p?))) W +2/2

1 )=
Y1, Y2 v, p) =
b 2my/1— p2

for —1 < p < 1, and real y; and yo.

This VGAM family function can handle multiple responses, for example, a six-column matrix
where the first 2 columns is the first out of three responses, the next 2 columns being the next
response, etc.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

The working weight matrices have not been fully checked.

Note

The response matrix must have a multiple of two-columns. Currently, the fitted value is a matrix
with the same number of columns and values equal to 0.0.

Author(s)
T. W. Yee, with help from Thibault Vatter.
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References

Schepsmeier, U. and Stober, J. (2014). Derivatives and Fisher information of bivariate copulas.
Statistical Papers 55, 525-542.

See Also

dbistudentt, binormal, pt.

Examples

nn <- 1000

mydof <- logloglink(1, inverse = TRUE)

ymat <- cbind(rt(nn, df = mydof), rt(nn, df = mydof))

bdata <- data.frame(yl = ymat[, 11, y2 = ymat[, 2],
y3 = ymat[, 1], y4 = ymat[, 21,
x2 = runif(nn))

summary (bdata)

## Not run: plot(ymat, col = "blue”)

fitl <- # 2 responses, e.g., (yl,y2) is the 1st

vglm(cbind(y1, y2, y3, y4) ~ 1,

bistudentt, # crit = "coef”, # Sometimes a good idea
data = bdata, trace = TRUE)

coef(fit1, matrix = TRUE)

Coef (fit1)

head(fitted(fit1))

summary (fit1)

bmi.nz Body Mass Index of New Zealand Adults Data

Description

The body mass indexes and ages from an approximate random sample of 700 New Zealand adults.

Usage

data(bmi.nz)

Format
A data frame with 700 observations on the following 2 variables.

age a numeric vector; their age (years).

BMI a numeric vector; their body mass indexes, which is their weight divided by the square of
their height (kg / m?).
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Details

They are a random sample from the Fletcher Challenge/Auckland Heart and Health survey con-
ducted in the early 1990s.

There are some outliers in the data set.

A variable gender would be useful, and may be added later.

Source

Formerly the Clinical Trials Research Unit, University of Auckland, New Zealand.

References

MacMahon, S., Norton, R., Jackson, R., Mackie, M. J., Cheng, A., Vander Hoorn, S., Milne, A.,
McCulloch, A. (1995) Fletcher Challenge-University of Auckland Heart & Health Study: design
and baseline findings. New Zealand Medical Journal, 108, 499-502.

Examples

## Not run: with(bmi.nz, plot(age, BMI, col = "blue"))
fit <- vgam(BMI ~ s(age, df = c(2, 4, 2)), lms.yjn,

data = bmi.nz, trace = TRUE)
gtplot(fit, pcol = "blue”, tcol = "brown”, lcol = "brown")
## End(Not run)

borel. tanner Borel-Tanner Distribution Family Function

Description

Estimates the parameter of a Borel-Tanner distribution by maximum likelihood estimation.

Usage

borel.tanner(Qsize = 1, link = "logitlink"”, imethod = 1)

Arguments
Qsize A positive integer. It is called ) below and is the initial queue size. The default
value @ = 1 corresponds to the Borel distribution.
link Link function for the parameter; see Links for more choices and for general

information.

imethod See CommonVGAMffArguments. Valid values are 1, 2, 3 or 4.



134 borel.tanner

Details

The Borel-Tanner distribution (Tanner, 1953) describes the distribution of the total number of cus-
tomers served before a queue vanishes given a single queue with random arrival times of customers
(at a constant rate r per unit time, and each customer taking a constant time b to be served). Initially
the queue has () people and the first one starts to be served. The two parameters appear in the den-
sity only in the form of the product rb, therefore we use a = rb, say, to denote the single parameter
to be estimated. The density function is

Q y—Q-1_y-Q

— V! a’”% exp(—ay)

(y— Q)

where y = Q,Q + 1,Q + 2,.... The case Q = 1 corresponds to the Borel distribution (Borel,
1942). For the () = 1 case it is necessary for 0 < a < 1 for the distribution to be proper. The Borel
distribution is a basic Lagrangian distribution of the first kind. The Borel-Tanner distribution is an
(-fold convolution of the Borel distribution.

The mean is Q/(1 — a) (returned as the fitted values) and the variance is Qa/(1 — a)®. The
distribution has a very long tail unless a is small. Fisher scoring is implemented.

fly;a) =

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Author(s)
T. W. Yee

References

Tanner, J. C. (1953). A problem of interference between two queues. Biometrika, 40, 58—69.

Borel, E. (1942). Sur I’emploi du theoreme de Bernoulli pour faciliter le calcul d’une infinite de
coefficients. Application au probleme de ’attente a un guichet. Comptes Rendus, Academie des
Sciences, Paris, Series A, 214, 452-456.

Johnson N. L., Kemp, A. W. and Kotz S. (2005). Univariate Discrete Distributions, 3rd edition,
p-328. Hoboken, New Jersey: Wiley.

Consul, P. C. and Famoye, F. (2006). Lagrangian Probability Distributions, Boston, MA, USA:
Birkhauser.

See Also

rbort, poissonff, felix.

Examples

bdata <- data.frame(y = rbort(n <- 200))

fit <- vglm(y ~ 1, borel.tanner, bdata, trace = TRUE, crit = "c")
coef(fit, matrix = TRUE)

Coef (fit)

summary (fit)
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Bort The Borel-Tanner Distribution

Description

Density and random generation for the Borel-Tanner distribution.

Usage
dbort(x, Qsize = 1, a = 0.5, log = FALSE)
rbort(n, Qsize =1, a = 0.5)
Arguments
X vector of quantiles.
n number of observations. Must be a positive integer of length 1.
Qsize, a See borel . tanner.
log Logical. If 1og = TRUE then the logarithm of the density is returned.
Details

See borel. tanner, the VGAM family function for estimating the parameter, for the formula of the
probability density function and other details.
Value

dbort gives the density, rbort generates random deviates.

Warning
Looping is used for rbort, therefore values of a close to 1 will result in long (or infinite!) compu-
tational times. The default value of a is subjective.

Author(s)
T. W. Yee

See Also

borel.tanner.

Examples

## Not run: gsize <- 1; a <- 0.5; x <- gsize:(qgsize+10)
plot(x, dbort(x, gsize, a), type = "h", las = 1, col = "blue”,
ylab = paste("fbort(gsize=", gsize, ", a=", a, ")"),

log = "y", main = "Borel-Tanner density function")
## End(Not run)
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Brat

Inputting Data to fit a Bradley Terry Model

Description

Takes in a square matrix of counts and outputs them in a form that is accessible to the brat and
bratt family functions.

Usage

Brat(mat, ties

Arguments

mat

ties

string

whitespace

Details

= 0@ * mat, string = c(">", "=="), whitespace = FALSE)

Matrix of counts, which is considered M by M in dimension when there are
ties, and M + 1 by M + 1 when there are no ties. The rows are winners and
the columns are losers, e.g., the 2-1 element is now many times Competitor 2
has beaten Competitor 1. The matrices are best labelled with the competitors’
names.

Matrix of counts. This should be the same dimension as mat. By default, there
are no ties. The matrix must be symmetric, and the diagonal should contain NAs.

Character. The matrices are labelled with the first value of the descriptor, e.g.,
"NZ > 0z" ‘means’ NZ beats Australia in rugby. Suggested alternatives include
" beats " or " wins against ". The second value is used to handle ties.

Logical. If TRUE then a white space is added before and after string; it gener-
ally enhances readability. See CommonVGAMffArguments for some similar-type
information.

In the VGAM package it is necessary for each matrix to be represented as a single row of data by
brat and bratt. Hence the non-diagonal elements of the M + 1 by M + 1 matrix are concatenated
into M (M + 1) values (no ties), while if there are ties, the non-diagonal elements of the M by M
matrix are concatenated into M (M — 1) values.

Value

A matrix with 1 row and either M (M + 1) or M (M — 1) columns.

Note

This is a data preprocessing function for brat and bratt.

Yet to do: merge InverseBrat into brat.

Author(s)
T. W. Yee
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References

Agresti, A. (2013). Categorical Data Analysis, 3rd ed. Hoboken, NJ, USA: Wiley.

See Also

brat, bratt, InverseBrat.

Examples

journal <- c("Biometrika”, "Comm Statist”, "JASA", "JRSS-B")
mat <- matrix(c( NA, 33, 320, 284, 730, NA, 813, 276,

498, 68, NA, 325, 221, 17, 142, NA), 4, 4)
dimnames(mat) <- list(winner = journal, loser = journal)
Brat(mat) # Less readable
Brat(mat, whitespace = TRUE) # More readable
vglm(Brat(mat, whitespace = TRUE) ~ 1, brat, trace = TRUE)

brat Bradley Terry Model

Description

Fits a Bradley Terry model (intercept-only model) by maximum likelihood estimation.

Usage

brat(refgp = "last"”, refvalue = 1, ialpha = 1)

Arguments
refgp Integer whose value must be from the set {1,...,M + 1}, where there are M + 1
competitors. The default value indicates the last competitor is used—but don’t
input a character string, in general.
refvalue Numeric. A positive value for the reference group.
ialpha Initial values for the as. These are recycled to the appropriate length.
Details

The Bradley Terry model involves M + 1 competitors who either win or lose against each other
(no draws/ties allowed in this implementation—see bratt if there are ties). The probability that
Competitor ¢ beats Competitor j is v; /(a; + ¢;), where all the as are positive. Loosely, the s can
be thought of as the competitors’ ‘abilities’. For identifiability, one of the «; is set to a known value
refvalue, e.g., 1. By default, this function chooses the last competitor to have this reference value.
The data can be represented in the form of a A/ + 1 by M + 1 matrix of counts, where winners are
the rows and losers are the columns. However, this is not the way the data should be inputted (see
below).
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Excluding the reference value/group, this function chooses log(«;) as the M linear predictors. The
log link ensures that the as are positive.

The Bradley Terry model can be fitted by logistic regression, but this approach is not taken here.
The Bradley Terry model can be fitted with covariates, e.g., a home advantage variable, but unfor-
tunately, this lies outside the VGLM theoretical framework and therefore cannot be handled with
this code.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm.

Warning

Presently, the residuals are wrong, and the prior weights are not handled correctly. Ideally, the total
number of counts should be the prior weights, after the response has been converted to proportions.
This would make it similar to family functions such as multinomial and binomialff.

Note

The function Brat is useful for coercing a M + 1 by M + 1 matrix of counts into a one-row
matrix suitable for brat. Diagonal elements are skipped, and the usual S order of c(a.matrix) of
elements is used. There should be no missing values apart from the diagonal elements of the square
matrix. The matrix should have winners as the rows, and losers as the columns. In general, the
response should be a 1-row matrix with M (M + 1) columns.

Only an intercept model is recommended with brat. It doesn’t make sense really to include covari-
ates because of the limited VGLM framework.

Notationally, note that the VGAM family function brat has M + 1 contestants, while bratt has
M contestants.

Author(s)

T. W. Yee

References

Agresti, A. (2013). Categorical Data Analysis, 3rd ed. Hoboken, NJ, USA: Wiley.

Stigler, S. (1994). Citation patterns in the journals of statistics and probability. Statistical Science,
9, 94-108.

The BradleyTerry2 package has more comprehensive capabilities than this function.

See Also

bratt, Brat, multinomial, binomialff.
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Examples

# Citation statistics: being cited is a 'win'; citing is a 'loss'
journal <- c("Biometrika”, "Comm.Statist”, "JASA", "JRSS-B")
mat <- matrix(c( NA, 33, 320, 284,

730, NA, 813, 276,

498, 68, NA, 325,

221, 17, 142, NA), 4, 4)
dimnames(mat) <- list(winner = journal, loser = journal)
fit <- vglm(Brat(mat) ~ 1, brat(refgp = 1), trace = TRUE)
fit <- vglm(Brat(mat) ~ 1, brat(refgp = 1), trace = TRUE, crit = "coef")
summary (fit)
c(0, coef(fit)) # Log-abilities (in order of "journal")
c(1, Coef(fit)) # Abilities (in order of "journal")
fitted(fit) # Probabilities of winning in awkward form
(check <- InverseBrat(fitted(fit))) # Probabilities of winning
check + t(check) # Should be 1's in the off-diagonals

bratt Bradley Terry Model With Ties

Description

Fits a Bradley Terry model with ties (intercept-only model) by maximum likelihood estimation.

Usage

bratt(refgp = "last”, refvalue = 1, ialpha = 1, i@ = 0.01)

Arguments
refgp Integer whose value must be from the set {1,...,M}, where there are M com-
petitors. The default value indicates the last competitor is used—but don’t input
a character string, in general.
refvalue Numeric. A positive value for the reference group.
ialpha Initial values for the as. These are recycled to the appropriate length.
io Initial value for ay. If convergence fails, try another positive value.
Details

There are several models that extend the ordinary Bradley Terry model to handle ties. This family
function implements one of these models. It involves M competitors who either win or lose or
tie against each other. (If there are no draws/ties then use brat). The probability that Competitor
i beats Competitor j is «;/(cv; + a; + ), where all the s are positive. The probability that
Competitor 7 ties with Competitor j is g /(c; + @ + g ). Loosely, the as can be thought of as the
competitors’ ‘abilities’, and g is an added parameter to model ties. For identifiability, one of the
«; 1s set to a known value refvalue, e.g., 1. By default, this function chooses the last competitor to
have this reference value. The data can be represented in the form of a M by M matrix of counts,
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where winners are the rows and losers are the columns. However, this is not the way the data should
be inputted (see below).

Excluding the reference value/group, this function chooses log(c;) as the first M — 1 linear predic-
tors. The log link ensures that the as are positive. The last linear predictor is log(ay).

The Bradley Terry model can be fitted with covariates, e.g., a home advantage variable, but unfor-
tunately, this lies outside the VGLM theoretical framework and therefore cannot be handled with
this code.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm.

Note

The function Brat is useful for coercing a M by M matrix of counts into a one-row matrix suitable
for bratt. Diagonal elements are skipped, and the usual S order of c(a.matrix) of elements is
used. There should be no missing values apart from the diagonal elements of the square matrix.
The matrix should have winners as the rows, and losers as the columns. In general, the response
should be a matrix with M (M — 1) columns.

Also, a symmetric matrix of ties should be passed into Brat. The diagonal of this matrix should be
all NAs.

Only an intercept model is recommended with bratt. It doesn’t make sense really to include
covariates because of the limited VGLM framework.

Notationally, note that the VGAM family function brat has M + 1 contestants, while bratt has
M contestants.

Author(s)
T. W. Yee

References

Torsney, B. (2004). Fitting Bradley Terry models using a multiplicative algorithm. In: Antoch,
J. (ed.) Proceedings in Computational Statistics COMPSTAT 2004, Physica-Verlag: Heidelberg.
Pages 513-526.

See Also

brat, Brat, binomialff.

Examples

# citation statistics: being cited is a 'win'; citing is a 'loss'
journal <- c("Biometrika”, "Comm.Statist”, "JASA", "JRSS-B")
mat <- matrix(c( NA, 33, 320, 284,

730, NA, 813, 276,

498, 68, NA, 325,

221, 17, 142, NA), 4, 4)
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dimnames(mat) <- list(winner = journal, loser = journal)

# Add some ties. This is fictitional data.
ties <- 5 + @ * mat
ties[2, 1] <- ties[1,2] <- 9

# Now fit the model
fit <- vglm(Brat(mat, ties) ~ 1, bratt(refgp = 1), trace = TRUE,
crit = "coef”)

summary (fit)
c(0, coef(fit)) # Log-abilities (last is log(alpha®))
c(1, Coef(fit)) # Abilities (last is alpha®)

fit@misc$alpha # alpha_1,...,alpha_M
fit@misc$alpha® # alpha_0

fitted(fit) # Probabilities of winning and tying, in awkward form
predict(fit)

(check <- InverseBrat(fitted(fit))) # Probabilities of winning
gprob <- attr(fitted(fit), "probtie") # Probabilities of a tie
gprobmat <- InverseBrat(c(gprob), NCo = nrow(ties)) # Pr(tie)
check + t(check) + gprobmat # Should be 1s in the off-diagonals

budworm Western Spuce Budworm

Description

Counts of western spuce budworm (Choristoneura freemani) across seven developmental stages
(five larval instars, pupae, and adults) on 12 sampling occasions.

Usage

data(budworm)

Format

A data frame with the following variables.

ddeg Degree days.
total Sum of stages 1-7.
stagel, stage2, stage3, stage4 Successive stages.

stageS, stage6, stage7 Successive stages.
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Details

This data concerns the development of a defoliating moth widespread in western North America
(i.e., north of Mexico). According to Boersch-Supan (2021), the insect passes hrough successive
stages j = 1,...,r, delimited by r — 1 moults. The data was originally used in a 1986 publication
but has been corrected for two sampling occasions; the data appears in Candy (1990) and was
analyzed in Boersch-Supan (2021). See the latter for more references.

Source
Candy, S. G. (1990). Biology of the mountain pinhole borer, Platypus subgranosus Scheld, in Tas-
mania. MA thesis, University of Tasmania, Australia. https://eprints.utas.edu.au/18864/.
References
Boersch-Supan, P. H. (2021). Modeling insect phenology using ordinal regression and continuation
ratio models. ReScience C, 7.1, 1-14.

Examples

budworm
summary (budworm)

calibrate Model Calibrations

Description

calibrate is a generic function used to produce calibrations from various model fitting functions.
The function invokes particular ‘methods’ which depend on the ‘class’ of the first argument.

Usage
calibrate(object, ...)
Arguments
object An object for which a calibration is desired.
Additional arguments affecting the calibration produced. Usually the most im-
portant argument in ... is newdata which, for calibrate, contains new re-
sponse data, Y, say.
Details

Given a regression model with explanatory variables X and response Y, calibration involves estimat-
ing X from Y using the regression model. It can be loosely thought of as the opposite of predict
(which takes an X and returns a Y of some sort.) In general, the central algorithm is maximum
likelihood calibration.
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Value

In general, given a new response Y, some function of the explanatory variables X are returned.
For example, for constrained ordination models such as CQO and CAO models, it is usually not
possible to return X, so the latent variables are returned instead (they are linear combinations of the
X). See the specific calibrate methods functions to see what they return.

Note

This function was not called predictx because of the inability of constrained ordination models to
return X; they can only return the latent variable values (also known as site scores) instead.

Author(s)

T. W. Yee

References

ter Braak, C. J. F. and van Dam, H. (1989). Inferring pH from diatoms: a comparison of old and
new calibration methods. Hydrobiologia, 178, 209-223.

See Also

predict, calibrate.rrvglm, calibrate.qrrvglm.

Examples

## Not run:

hspider[, 1:6] <- scale(hspider[, 1:6]1) # Stdzed environmental vars

set.seed(123)

pcaol <- cao(cbind(Pardlugu, Pardmont, Pardnigr, Pardpull, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
family = poissonff, data = hspider, Rank = 1, Bestof = 3,
df1.nl = c(Zoraspin = 2, 1.9), Crowlpositive = TRUE)

siteNos <- 1:2 # Calibrate these sites
cpcaol <- calibrate(pcaol, trace = TRUE,
newdata = data.frame(depvar(pcaol)[siteNos, 1,
model .matrix(pcaol)[siteNos, 1))

# Graphically compare the actual site scores with their calibrated values
persp(pcaol, main = "Site scores: solid=actual, dashed=calibrated”,

label = TRUE, col = "blue”, las = 1)
abline(v = latvar(pcaol)[siteNos], col = seq(siteNos)) # Actual scores
abline(v = cpcaol, 1ty = 2, col = seq(siteNos)) # Calibrated values

## End(Not run)
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calibrate-methods Calibration for Constrained Regression Models

Description

calibrate is a generic function applied to RR-VGLMs, QRR-VGLMs and RR-VGAMs, etc.

Methods

object The object from which the calibration is performed.

calibrate.qrrvglm Calibration for CQO and CAO models

Description

Performs maximum likelihood calibration for constrained quadratic and additive ordination models
(CQO and CAO models are better known as QRR-VGLMs and RR-VGAMs respectively).

Usage

calibrate.qrrvglm(object, newdata = NULL,
type = c("latvar”, "predictors”, "response”, "vcov"”, "everything"),
lr.confint = FALSE, cf.confint = FALSE,
level = 0.95, initial.vals = NULL, ...)

Arguments

object The fitted CQO/CAO model.

newdata A data frame with new response data, such as new species data. The default is
to use the original data used to fit the model; however, the calibration may take
a long time to compute because the computations are expensive.
Note that the creation of the model frame associated with newdata is fragile.
Factors may not be created properly. If a variable is binary then its best for it to
be straightforward and have only 0 and 1 as values.

type What type of result to be returned. The first are the calibrated latent vari-

ables or site scores. This is always computed. The "predictors” are the lin-
ear/quadratic or additive predictors evaluated at the calibrated latent variables
or site scores. The "response” are the fitted values (usually means) evaluated
at the calibrated latent variables or site scores. The "vcov"” are the Wald-type
estimated variance-covariance matrices of the calibrated latent variables or site
scores. The "everything"” is for all of them, i.e., all types. Note that for CAO
models, the "vcov” type is unavailable.
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lr.confint, level

Compute approximate likelihood ratio based confidence intervals? If TRUE then
level is the confidence level required and one should have type = "latvar” or
type = "everything"”; and currently only rank-1 models are supported. This
option works for CLO and CQO models and not for CAO models. The function
uniroot is called to solve for the root of a nonlinear equation to obtain each
confidence limit, and this is not entirely reliable. It is assumed that the likeli-
hood function is unimodal about its MLE because only one root is returned if
there is more than one. One root is found on each side of the MLE. Techni-
cally, the default is to find the value of the latent variable whose difference in
deviance (or twice the difference in log-likelihoods) from the optimal model is
equal to gchisq(level, df =1). The intervals are not true profile likelihood
intervals because it is not possible to estimate the regression coefficients of the
QRR-VGLM/RR-VGLM based on one response vector. See confint to get the
flavour of these two arguments in general.

cf.confint Compute approximate characteristic function based confidence intervals? If
TRUE then level is the confidence level required and one should have type =
"latvar” or type = "everything"; and currently only rank-1 models are sup-
ported. This option works for binomialff and poissonff CLO and CQO mod-
els and not for CAO models. The function uniroot is called to solve for the root
of a nonlinear equation to obtain each confidence limit, and this is not entirely
reliable. It is assumed that the likelihood function is unimodal because only
one root is returned if there is more than one. Technically, the CDF of a nor-
malized score statistic is obtained by Gauss—Hermite numerical integration of a
complex-valued integrand, and this is based on the inversion formula described
in Abate and Witt (1992).

initial.vals Initial values for the search. For rank-1 models, this should be a vector hav-
ing length equal to nrow(newdata), and for rank-2 models this should be a
two-column matrix with the number of rows equalling the number of rows in
newdata. The default is a grid defined by arguments in calibrate.qrrvglm.control.

Arguments that are fed into calibrate.qrrvglm.control.

Details

Given a fitted regression CQO/CAO model, maximum likelihood calibration is theoretically easy
and elegant. However, the method assumes that all the responses are independent, which is often
not true in practice. More details and references are given in Yee (2018) and ch.6 of Yee (2015).

The function optim is used to search for the maximum likelihood solution. Good initial values
are needed, and arguments in calibrate.qgrrvglm.control allows the user some control over the
choice of these.

Value

Several methods are implemented to obtain confidence intervals/regions for the calibration esti-
mates. One method is when 1r.confint = TRUE, then a 4-column matrix is returned with the con-
fidence limits being the final 2 columns (if type = "everything” then the matrix is returned in the
1r.confint list component). Another similar method is when cf.confint = TRUE. There may be
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some redundancy in whatever is returned. Other methods are returned by using type and they are
described as follows.

The argument type determines what is returned. If type = "everything” then all the type values
are returned in a list, with the following components. Each component has length nrow(newdata).

latvar Calibrated latent variables or site scores (the default). This may have the at-
tribute "objectiveFunction” which is usually the log-likelihood or the de-
viance.

predictors linear/quadratic or additive predictors. For example, for Poisson families, this

will be on a log scale, and for binomial families, this will be on a logit scale.
response Fitted values of the response, evaluated at the calibrated latent variables.

vcov Wald-type estimated variance-covariance matrices of the calibrated latent vari-
ables or site scores. Actually, these are stored in a 3-D array whose dimension is
c(Rank(object), Rank(object), nrow(newdata)). This type has only been
implemented for binomialff and poissonff models with canonical links and
noRRR =~ 1 and, for CQOs, I.tolerances = TRUE or eq. tolerances = TRUE.

Warning

This function is computationally expensive. Setting trace = TRUE to get a running log can be a
good idea. This function has been tested but not extensively.

Note

Despite the name of this function, CAO models are handled as well to a certain extent. Some
combinations of parameters are not handled, e.g., 1r.confint = TRUE only works for rank-1, type
= "vcov" only works for binomialff and poissonff models with canonical links and noRRR = ~ 1,
and higher-order rank models need eq. tolerances = TRUE or I.tolerances = TRUE as well. For
rank-1 objects, 1r.confint = TRUE is recommended above type = "vcov" in terms of accuracy and
overall generality. For class "qrrvglm” objects it is necessary that all response’ tolerance matrices
are positive-definite which correspond to bell-shaped response curves/surfaces.

For binomialff and poissonff models the deviance slot is used for the optimization rather
than the loglikelihood slot, therefore one can calibrate using real-valued responses. (If the
loglikelihood slot were used then functions such as dpois would be used with 1og = TRUE and
then would be restricted to feed in integer-valued response values.)

Maximum likelihood calibration for Gaussian logit regression models may be performed by ri-
oja but this applies to a single environmental variable such as pH in data("”SWAP", package =
"rioja"). In VGAM calibrate() estimates values of the latent variable rather than individual
explanatory variables, hence the setting is more on ordination.

Author(s)

T. W. Yee. Recent work on the standard errors by David Zucker and Sam Oman at HUJI is gratefully
acknowledged—these are returned in the vcov component and provided inspiration for 1r.confint
and cf.confint. A joint publication is being prepared on this subject.
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References

Abate, J. and Whitt, W. (1992). The Fourier-series method for inverting transforms of probability
distributions. Queueing Systems, 10, 5-88.

ter Braak, C. J. F. (1995). Calibration. In: Data Analysis in Community and Landscape Ecology
by Jongman, R. H. G, ter Braak, C. J. F. and van Tongeren, O. F. R. (Eds.) Cambridge University
Press, Cambridge.

See Also

calibrate.grrvglm.control, calibrate.rrvglm, calibrate, cqo, cao, optim, uniroot.

Examples

## Not run:
hspider[, 1:6] <- scale(hspider[, 1:6]) # Stdze environmental variables
set.seed(123)
siteNos <- c(1, 5) # Calibrate these sites
petl <- cqo(cbind(Pardlugu, Pardmont, Pardnigr, Pardpull, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
trace = FALSE,
data = hspider[-siteNos, ], # Sites not in fitted model
family = poissonff, I.toler = TRUE, Crowlpositive = TRUE)
y@ <- hspider[siteNos, colnames(depvar(petl1))] # Species counts
(cpetl <- calibrate(pet1, trace = TRUE, newdata = data.frame(y@)))
(clrpetl <- calibrate(pet1, lr.confint = TRUE, newdata = data.frame(y@)))
(ccfpetl <- calibrate(petl, cf.confint = TRUE, newdata = data.frame(y@)))
(cplwald <- calibrate(petl, newdata = y@, type = "everything"))

## End(Not run)

## Not run:
# Graphically compare the actual site scores with their calibrated
# values. 95 percent likelihood-based confidence intervals in green.
persp(petl, main = "Site scores: solid=actual, dashed=calibrated”,
label = TRUE, col = "gray50", las = 1)
# Actual site scores:
xvars <- rownames(concoef(pet1)) # Variables comprising the latvar
est.latvar <- as.matrix(hspider[siteNos, xvars]) %*% concoef(petl)
abline(v = est.latvar, col = seq(siteNos))
abline(v = cpetl, 1ty = 2, col = seq(siteNos)) # Calibrated values
arrows(clrpeti[, 3], c(60, 60), clrpeti[, 4], c(60, 60), # Add CIs
length = 0.08, col = "orange”, angle = 90, code = 3, 1lwd = 2)
arrows(ccfpeti[, 31, c(70, 70), ccfpeti[, 4], c(70, 70), # Add CIs
length = 0.08, col = "limegreen”, angle = 90, code = 3, lwd = 2)
arrows(cplwald$latvar - 1.96 * sqrt(cplwald$vcov), c(65, 65),
cplwald$latvar + 1.96 * sqgrt(cplwald$vcov), c(65, 65), # Wald CIs
length = .08, col = "blue”, angle = 90, code = 3, lwd = 2)
legend("topright”, 1lwd = 2,
leg = c("CF interval”, "Wald interval”, "LR interval”),
col = c("limegreen”, "blue”, "orange"), lty = 1)
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## End(Not run)

calibrate.qrrvglm.control
Control Function for CQO/CAO Calibration

Description

Algorithmic constants and parameters for running calibrate.qrrvglm are set using this function.

Usage
calibrate.grrvglm.control(object, trace = FALSE, method.optim = "BFGS",
gridSize = ifelse(Rank == 1, 21, 9), varl.latvar = FALSE, ...)
Arguments
object The fitted CQO/CAO model. The user should ignore this argument.
trace Logical indicating if output should be produced for each iteration. It is a good

idea to set this argument to be TRUE since the computations are expensive.
method.optim Character. Fed into the method argument of optim.

gridSize Numeric, recycled to length Rank. Controls the resolution of the grid used
for initial values. For each latent variable, an equally spaced grid of length
gridSize is cast from the smallest site score to the largest site score. Then the
likelihood function is evaluated on the grid, and the best fit is chosen as the initial
value. Thus increasing the value of gridSize increases the chance of obtaining
the global solution, however, the computing time increases proportionately.

varl.latvar Logical. For CQO objects only, this argument is fed into Coef . qrrvglm.

Avoids an error message for extraneous arguments.

Details

Most CQO/CAO users will only need to make use of trace and gridSize. These arguments should
be used inside their call to calibrate.qgrrvglm, not this function directly.

Value

A list which with the following components.

trace Numeric (even though the input can be logical).
gridSize Positive integer.
varIl.latvar Logical.

Note

Despite the name of this function, CAO models are handled as well.
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References

Yee, T. W. (2020). On constrained and unconstrained quadratic ordination. Manuscript in prepara-
tion.

See Also

calibrate.grrvglm, Coef.qrrvglm.

Examples

## Not run: hspider[, 1:6] <- scale(hspider[, 1:6]) # Needed for I.tol=TRUE
set.seed(123)
p1 <- cqgo(cbind(Alopacce, Alopcune, Pardlugu, Pardnigr,
Pardpull, Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
family = poissonff, data = hspider, I.tol = TRUE)
sort(deviance(p1, history = TRUE)) # A history of all the iterations
siteNos <- 3:4 # Calibrate these sites
cpl <- calibrate(p1, trace = TRUE,
new = data.frame(depvar(pl)[siteNos, 1))

## End(Not run)

## Not run:
# Graphically compare the actual site scores with their calibrated values
persp(pl, main = "Site scores: solid=actual, dashed=calibrated”,

label = TRUE, col = "blue”, las = 1)
abline(v = latvar(pl)[siteNos], col = seq(siteNos)) # Actual site scores
abline(v = cpl, 1ty = 2, col = seq(siteNos)) # Calibrated values

## End(Not run)

calibrate.rrvglm Calibration for CLO models (RR-VGLMs)

Description

Performs maximum likelihood calibration for constrained linear ordination models (CLO models
are better known as RR-VGLMs).

Usage

calibrate.rrvglm(object, newdata = NULL,
type = c("latvar”, "predictors”, "response”, "vcov"”, "everything"),
lr.confint = FALSE, cf.confint = FALSE,
level = 0.95, initial.vals = NULL, ...)
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Arguments
object The fitted rrvglm model. Note that object should be fitted with corner con-
straints.
newdata See calibrate.qrrvglm.
type See calibrate.qrrvglm. If type = "vcov" then object should have been fit-

ted using binomialff or poissonff with canonical links, and have noRRR = ~
1.

lr.confint, cf.confint, level
Same as calibrate.qrrvglm.

initial.vals  Same as calibrate.qrrvglm. The default is a grid defined by arguments in
calibrate.rrvglm.control.

Arguments that are fed into calibrate.rrvglm.control.

Details

Given a fitted regression CLO model, maximum likelihood calibration is theoretically easy and ele-
gant. However, the method assumes that all responses are independent. More details and references
are given in Yee (2015).

Calibration requires grouped or non-sparse data as the response. For example, if the family function
ismultinomial then one cannot usually calibrate y@ if it is a vector of Os except for one 1. Instead,
the response vector should be from grouped data so that there are few 0s. Indeed, it is found
empirically that the stereotype model (also known as a reduced-rank multinomial logit model)
calibrates well only with grouped data, and if the response vector is all Os except for one 1 then the
MLE will probably be at -Inf or +Inf. As another example, if the family function is poissonff
then y@ must not be a vector of all Os; instead, the response vector should have few Os ideally. In
general, you can use simulation to see what type of data calibrates acceptably.

Internally, this function is a simplification of calibrate.qrrvglm and users should look at that
function for details. Good initial values are needed, and a grid is constructed to obtain these. The
function calibrate.rrvglm.control allows the user some control over the choice of these.
Value
See calibrate.qrrvglm. Of course, the quadratic term in the latent variables vanishes for RR-
VGLMs, so the model is simpler.
Warning

See calibrate.qrrvglm.

Note

See calibrate.qgrrvglm about, e.g., calibration using real-valued responses.

Author(s)
T. W. Yee
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See Also

calibrate.qgrrvglm, calibrate, rrvglm, weightsvglm, optim, uniroot.

Examples

## Not run: # Example 1

nona.xs.nz <- na.omit(xs.nz) # Overkill!! (Data in VGAMdata package)
nona.xs.nz$dmd <- with(nona.xs.nz, round(drinkmaxday))
nona.xs.nz$feethr <- with(nona.xs.nz, round(feethour))
nona.xs.nz$sleephr <- with(nona.xs.nz, round(sleep))

nona.xs.nz$beats <- with(nona.xs.nz, round(pulse))

p2 <- rrvglm(cbind(dmd, feethr, sleephr, beats) ~ age + smokenow +
depressed + embarrassed + fedup + hurt + miserable + # 11 psychological
nofriend + moody + nervous + tense + worry + worrier, # variables
noRRR = ~ age + smokenow, trace = FALSE, poissonff, data = nona.xs.nz,

Rank = 2)
cp2 <- calibrate(p2, newdata = head(nona.xs.nz, 9), trace = TRUE)
cp2

two.cases <- nona.xs.nz[1:2, ] # Another calibration example
two.cases$dmd <- c(4, 10)

two.cases$feethr <-c(4, 7)

two.cases$sleephr <- c(7, 8)

two.cases$beats <- c(62, 71)

(cp2b <- calibrate(p2, newdata = two.cases))

# Example 2

pl <- rrvglm(cbind(dmd, feethr, sleephr, beats) ~ age + smokenow +
depressed + embarrassed + fedup + hurt + miserable + # 11 psychological
nofriend + moody + nervous + tense + worry + worrier, # variables
noRRR = ~ age + smokenow, trace = FALSE, poissonff, data = nona.xs.nz,
Rank = 1)

(cplc <- calibrate(pl, newdata = two.cases, lr.confint = TRUE))

## End(Not run)

calibrate.rrvglm.control
Control Function for CLO (RR-VGLM) Calibration

Description

Algorithmic constants and parameters for running calibrate.rrvglm are set using this function.

Usage

calibrate.rrvglm.control(object, trace = FALSE, method.optim = "BFGS",
gridSize = ifelse(Rank == 1, 17, 9), ...)



152 cao

Arguments

object The fitted rrvglm model. The user should ignore this argument.
trace, method.optim
Same as calibrate.qrrvglm.control.

gridSize Same as calibrate.qgrrvglm.control.

Avoids an error message for extraneous arguments.

Details

Most CLO users will only need to make use of trace and gridSize. These arguments should be
used inside their call to calibrate.rrvglm, not this function directly.

Value

Similar to calibrate.qrrvglm.control.

See Also

calibrate.rrvglm, Coef.rrvglm.

cao Fitting Constrained Additive Ordination (CAO)

Description

A constrained additive ordination (CAO) model is fitted using the reduced-rank vector generalized
additive model (RR-VGAM) framework.

Usage

cao(formula, family = stop("argument 'family' needs to be assigned”),
data = list(),
weights = NULL, subset = NULL, na.action = na.fail,
etastart = NULL, mustart = NULL, coefstart = NULL,
control = cao.control(...), offset = NULL,
method = "cao.fit”, model = FALSE, x.arg = TRUE, y.arg = TRUE,
contrasts = NULL, constraints = NULL,

extra = NULL, qgr.arg = FALSE, smart = TRUE, ...)
Arguments
formula a symbolic description of the model to be fit. The RHS of the formula is used

to construct the latent variables, upon which the smooths are applied. All the
variables in the formula are used for the construction of latent variables except
for those specified by the argument noRRR, which is itself a formula. The LHS
of the formula contains the response variables, which should be a matrix with
each column being a response (species).
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a function of class "vglmff"” (see vglmff-class) describing what statistical

model is to be fitted. This is called a “VGAM family function”. See CommonVGAMffArguments

for general information about many types of arguments found in this type of
function. See cqo for a list of those presently implemented.

an optional data frame containing the variables in the model. By default the vari-
ables are taken from environment(formula), typically the environment from
which cao is called.

an optional vector or matrix of (prior) weights to be used in the fitting process.
For cao, this argument currently should not be used.

an optional logical vector specifying a subset of observations to be used in the
fitting process.

a function which indicates what should happen when the data contain NAs. The
default is set by the na.action setting of options, and is na.fail if that is
unset. The “factory-fresh” default is na.omit.

starting values for the linear predictors. It is a M -column matrix. If M = 1 then
it may be a vector. For cao, this argument currently should not be used.

starting values for the fitted values. It can be a vector or a matrix. Some family
functions do not make use of this argument. For cao, this argument currently
should not be used.

starting values for the coefficient vector. For cao, this argument currently should
not be used.

a list of parameters for controlling the fitting process. See cao.control for
details.

a vector or M -column matrix of offset values. These are a priori known and are
added to the linear predictors during fitting. For cao, this argument currently
should not be used.

the method to be used in fitting the model. The default (and presently only)
method cao.fit uses iteratively reweighted least squares (IRLS) within FOR-
TRAN code called from optim.

a logical value indicating whether the model frame should be assigned in the
model slot.

logical values indicating whether the model matrix and response vector/matrix
used in the fitting process should be assigned in the x and y slots. Note the
model matrix is the linear model (LM) matrix.

an optional list. See the contrasts.arg of model.matrix.default.

an optional list of constraint matrices. For cao, this argument currently should
not be used. The components of the list must be named with the term it cor-
responds to (and it must match in character format). Each constraint matrix
must have M rows, and be of full-column rank. By default, constraint matrices
are the M by M identity matrix unless arguments in the family function itself
override these values. If constraints is used it must contain all the terms; an
incomplete list is not accepted.

an optional list with any extra information that might be needed by the family
function. For cao, this argument currently should not be used.
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gr.arg For cao, this argument currently should not be used.
smart logical value indicating whether smart prediction (smartpred) will be used.

further arguments passed into cao.control.

Details

The arguments of cao are a mixture of those from vgam and cqo, but with some extras in cao.control.
Currently, not all of the arguments work properly.

CAO can be loosely be thought of as the result of fitting generalized additive models (GAMs) to
several responses (e.g., species) against a very small number of latent variables. Each latent variable
is a linear combination of the explanatory variables; the coefficients C (called C' below) are called
constrained coefficients or canonical coefficients, and are interpreted as weights or loadings. The
C are estimated by maximum likelihood estimation. It is often a good idea to apply scale to each
explanatory variable first.

For each response (e.g., species), each latent variable is smoothed by a cubic smoothing spline,
thus CAO is data-driven. If each smooth were a quadratic then CAO would simplify to con-
strained quadratic ordination (CQO; formerly called canonical Gaussian ordination or CGO). If
each smooth were linear then CAO would simplify to constrained linear ordination (CLO). CLO
can theoretically be fitted with cao by specifying df1.nl1=0, however it is more efficient to use
rrvglm.

Currently, only Rank=1 is implemented, and only noRRR = ~1 models are handled.

With binomial data, the default formula is
logit(P[Ys =1]) =ns = fs(v), s=1,2,...,8

where x5 is a vector of environmental variables, and v = CT x5 is a R-vector of latent variables.
The 75 is an additive predictor for species s, and it models the probabilities of presence as an
additive model on the logit scale. The matrix C' is estimated from the data, as well as the smooth
functions f;. The argument noRRR = ~ 1 specifies that the vector x;, defined for RR-VGLMs and
QRR-VGLMs, is simply a 1 for an intercept. Here, the intercept in the model is absorbed into the
functions. A clogloglink link may be preferable over a logitlink link.

With Poisson count data, the formula is

log(E[Y:]) = ns = fs(v)

which models the mean response as an additive models on the log scale.

The fitted latent variables (site scores) are scaled to have unit variance. The concept of a tolerance
is undefined for CAO models, but the optimums and maximums are defined. The generic functions
Max and Opt should work for CAO objects, but note that if the maximum occurs at the boundary
then Max will return a NA. Inference for CAO models is currently undeveloped.

Value

An object of class "cao” (this may change to "rrvgam” in the future). Several generic functions
can be applied to the object, e.g., Coef, concoef, lvplot, summary.
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Warning

CAO is very costly to compute. With version 0.7-8 it took 28 minutes on a fast machine. I hope to
look at ways of speeding things up in the future.

Use set.seed just prior to calling cao() to make your results reproducible. The reason for this
is finding the optimal CAO model presents a difficult optimization problem, partly because the
log-likelihood function contains many local solutions. To obtain the (global) solution the user is
advised to try many initial values. This can be done by setting Bestof some appropriate value (see
cao.control). Trying many initial values becomes progressively more important as the nonlinear
degrees of freedom of the smooths increase.

Note

CAO models are computationally expensive, therefore setting trace = TRUE is a good idea, as well
as running it on a simple random sample of the data set instead.

Sometimes the IRLS algorithm does not converge within the FORTRAN code. This results in
warnings being issued. In particular, if an error code of 3 is issued, then this indicates the IRLS
algorithm has not converged. One possible remedy is to increase or decrease the nonlinear degrees
of freedom so that the curves become more or less flexible, respectively.

Author(s)
T. W. Yee

References

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

See Also

cao.control, Coef.cao, cqo, latvar, Opt, Max, calibrate.qrrvglm, persp.cao, poissonff,
binomialff, negbinomial, gamma2, set.seed, gam() in gam, trapO.

Examples

## Not run:
hspider[, 1:6] <- scale(hspider[, 1:6]) # Stdzd environmental vars
set.seed(149) # For reproducible results
apl <- cao(cbind(Pardlugu, Pardmont, Pardnigr, Pardpull) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
family = poissonff, data = hspider, Rank = 1,
df1.nl = c(Pardpull= 2.7, 2.5),
Bestof = 7, Crowlpositive = FALSE)
sort(deviance(apl, history = TRUE)) # A history of all the iterations

Coef(ap1)
concoef (ap1)

par(mfrow = c(2, 2))
plot(ap1) # All the curves are unimodal; some quite symmetric
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par(mfrow = c(1, 1), las = 1)
index <- 1:ncol(depvar(ap1))
lvplot(apl, lcol = index, pcol = index, y = TRUE)

trplot(apl, label = TRUE, col = index)

abline(a =

trplot(apl, label =
0, b=1, 1ty = 2)

abline(a =

0, b=1, 1ty = 2)

TRUE, col = "blue”, log = "xy", which.sp = c(1, 3))

persp(apl, col = index, lwd = 2, label = TRUE)
abline(v = Opt(apl), lty = 2, col = index)

abline(h = Max(ap1), lty

2, col = index)

## End(Not run)

cao.control

Control Function for RR-VGAMs (CAO)

Description

Algorithmic constants and parameters for a constrained additive ordination (CAQO), by fitting a
reduced-rank vector generalized additive model (RR-VGAM), are set using this function. This is
the control function for cao.

Usage
cao.control(Rank = 1, all.knots = FALSE, criterion = "deviance”, Cinit = NULL,
Crowlpositive = TRUE, epsilon = 1.0e-05, Etamat.colmax = 10,
GradientFunction = FALSE, iKvector = 0.1, iShape = 0.1,
noRRR = ~ 1, Norrr = NA,
SmallNo = 5.0e-13, Use.Init.Poisson.Q0 = TRUE,
Bestof = if (length(Cinit)) 1 else 10, maxitl = 10,
imethod = 1, bf.epsilon = 1.0e-7, bf.maxit = 10,
Maxit.optim = 250, optim.maxit = 20, sd.sitescores = 1.0,
sd.Cinit = 0.02, suppress.warnings = TRUE,
trace = TRUE, df1.nl = 2.5, df2.nl = 2.5,
sparl = @, spar2 =0, ...)
Arguments
Rank The numerical rank R of the model, i.e., the number of latent variables. Cur-
rently only Rank = 1 is implemented.
all.knots Logical indicating if all distinct points of the smoothing variables are to be used

as knots. Assigning the value FALSE means fewer knots are chosen when the
number of distinct points is large, meaning less computational expense. See
vgam. control for details.
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criterion

Cinit

Crowlpositive

epsilon

Etamat.colmax

157

Convergence criterion. Currently, only one is supported: the deviance is mini-
mized.

Optional initial C matrix which may speed up convergence.

Logical vector of length Rank (recycled if necessary): are the elements of the
first row of C positive? For example, if Rank is 4, then specifying Crowlpositive
= c(FALSE, TRUE) will force C[1,1] and C[1,3] to be negative, and C[1,2] and
C[1,4] to be positive.

Positive numeric. Used to test for convergence for GLMs fitted in FORTRAN.
Larger values mean a loosening of the convergence criterion.

Positive integer, no smaller than Rank. Controls the amount of memory used by
.Init.Poisson.Q0(). It is the maximum number of columns allowed for the
pseudo-response and its weights. In general, the larger the value, the better the
initial value. Used only if Use.Init.Poisson.QO = TRUE.

GradientFunction

Logical. Whether optim’s argument gr is used or not, i.e., to compute gradient
values. Used only if FastAlgorithm is TRUE. Currently, this argument must be
set to FALSE.

iKvector, iShape

noRRR

Norrr

SmallNo

See qrrvglm.control.

Formula giving terms that are not to be included in the reduced-rank regression
(or formation of the latent variables). The default is to omit the intercept term
from the latent variables. Currently, only noRRR = ~ 1 is implemented.

Defunct. Please use noRRR. Use of Norrr will become an error soon.

Positive numeric between .Machine$double.eps and 0.0001. Used to avoid
under- or over-flow in the IRLS algorithm.

Use.Init.Poisson.QO0

Bestof

maxitl

imethod
bf.epsilon

bf.maxit

Maxit.optim

optim.maxit

Logical. If TRUE then the function .Init.Poisson.QO is used to obtain initial
values for the canonical coefficients C. If FALSE then random numbers are used
instead.

Integer. The best of Bestof models fitted is returned. This argument helps guard
against local solutions by (hopefully) finding the global solution from many fits.
The argument works only when the function generates its own initial value for C,
i.e., when C are not passed in as initial values. The default is only a convenient
minimal number and users are urged to increase this value.

Positive integer. Maximum number of Newton-Raphson/Fisher-scoring/local-
scoring iterations allowed.

See qrrvglm.control.

Positive numeric. Tolerance used by the modified vector backfitting algorithm
for testing convergence.

Positive integer. Number of backfitting iterations allowed in the compiled code.

Positive integer. Number of iterations given to the function optim at each of the
optim.maxit iterations.

Positive integer. Number of times optim is invoked.
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sd.sitescores

sd.Cinit

cao.control

Numeric. Standard deviation of the initial values of the site scores, which are
generated from a normal distribution. Used when Use.Init.Poisson.QO is
FALSE.

Standard deviation of the initial values for the elements of C. These are normally
distributed with mean zero. This argument is used only if Use.Init.Poisson.QO
= FALSE.

suppress.warnings

trace

df1.nl, df2.nl

spar1, spar2

Details

Logical. Suppress warnings?

Logical indicating if output should be produced for each iteration. Having the
value TRUE is a good idea for large data sets.

Numeric and non-negative, recycled to length S. Nonlinear degrees of freedom
for smooths of the first and second latent variables. A value of 0 means the
smooth is linear. Roughly, a value between 1.0 and 2.0 often has the approximate
flexibility of a quadratic. The user should not assign too large a value to this
argument, e.g., the value 4.0 is probably too high. The argument df1.nl is
ignored if spar1 is assigned a positive value or values. Ditto for df2.nl.

Numeric and non-negative, recycled to length S. Smoothing parameters of the
smooths of the first and second latent variables. The larger the value, the more
smooth (less wiggly) the fitted curves. These arguments are an alternative to
specifying df1.nl and df2.nl. A value O (the default) for spar1 means that
df1.nl is used. Ditto for spar2. The values are on a scaled version of the latent
variables. See Green and Silverman (1994) for more information.

Ignored at present.

Many of these arguments are identical to qrrvglm.control. Here, R is the Rank, M is the number
of additive predictors, and .S is the number of responses (species). Thus M = S for binomial and
Poisson responses, and M = 25 for the negative binomial and 2-parameter gamma distributions.

Allowing the smooths too much flexibility means the CAO optimization problem becomes more
difficult to solve. This is because the number of local solutions increases as the nonlinearity of the
smooths increases. In situations of high nonlinearity, many initial values should be used, so that
Bestof should be assigned a larger value. In general, there should be a reasonable value of df1.nl
somewhere between 0 and about 3 for most data sets.

Value

A list with the components corresponding to its arguments, after some basic error checking.

Note

The argument df1.nl can be inputted in the format c(spp1 = 2, spp2 = 3, 2.5), say, meaning the
default value is 2.5, but two species have alternative values.

If spar1 =0 and df1.nl = @ then this represents fitting linear functions (CLO). Currently, this is
handled in the awkward manner of setting df1.nl to be a small positive value, so that the smooth
is almost linear but not quite. A proper fix to this special case should done in the short future.
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Author(s)
T. W. Yee

References

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

Green, P. J. and Silverman, B. W. (1994). Nonparametric Regression and Generalized Linear Mod-
els: A Roughness Penalty Approach, London: Chapman & Hall.

See Also

cao.

Examples

## Not run:
hspider[,1:6] <- scale(hspider[,1:6]) # Standardized environmental vars
set.seed(123)
ap1 <- cao(cbind(Pardlugu, Pardmont, Pardnigr, Pardpull, Zoraspin) ~
WaterCon + BareSand + FallTwig +
CoveMoss + CoveHerb + Refllux,
family = poissonff, data = hspider,
df1.nl = c(Zoraspin = 2.3, 2.1),
Bestof = 10, Crowlpositive = FALSE)
sort(deviance(apl, history = TRUE)) # A history of all the iterations

Coef(ap1)

par(mfrow = c(2, 3)) # All or most of the curves are unimodal; some are
plot(apl, lcol = "blue"”) # quite symmetric. Hence a CQO model should be ok

par(mfrow = c(1, 1), las = 1)
index <- 1:ncol(depvar(ap1)) # lvplot is jagged because only 28 sites
lvplot(apl, lcol = index, pcol = index, y = TRUE)

TRUE, col = index)

trplot(apl, label =
=1, 1ty = 2)

abline(a =0, b
persp(apl, label = TRUE, col = 1:4)

## End(Not run)

Card Cardioid Distribution

Description

Density, distribution function, quantile function and random generation for the cardioid distribution.
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Usage

dcard(x, mu, rho, log = FALSE)

pcard(q, mu, rho, lower.tail = TRUE, log.p = FALSE)

gcard(p, mu, rho, tolerance = 1e-07, maxits = 500,
lower.tail = TRUE, log.p = FALSE)

rcard(n, mu, rho, ...)
Arguments
X, q vector of quantiles.
p vector of probabilities.
n number of observations. Same as in runif.
mu, rho See cardioid for more information.

tolerance, maxits, ...
The first two are control parameters for the algorithm used to solve for the roots
of a nonlinear system of equations; tolerance controls for the accuracy and
maxits is the maximum number of iterations. rcard calls qcard so the ... can
be used to vary the two arguments.

log Logical. If 1og = TRUE then the logarithm of the density is returned.
lower.tail, log.p

Same meaning as in pnorm or gnorm.
Details
See cardioid, the VGAM family function for estimating the two parameters by maximum likeli-

hood estimation, for the formula of the probability density function and other details.

Value

dcard gives the density, pcard gives the distribution function, gcard gives the quantile function,
and rcard generates random deviates.

Note

Convergence problems might occur with rcard.

Author(s)

Thomas W. Yee and Kai Huang

See Also

cardioid.
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Examples

## Not run:
mu <- 4; rho <- 0.4; x <- seq(@, 2xpi, len
plot(x, dcard(x, mu, rho), type = "1", las

501)
1, ylim = c(o, 1),

ylab = paste(”[dplcard(mu=", mu, ", rho=", rho, ")"),

main = "Blue is density, orange is the CDF", col = "blue”,

sub = "Purple lines are the 10,20,...,90 percentiles”)
lines(x, pcard(x, mu, rho), col = "orange")

probs <- seq(@.1, 0.9, by = 0.1)

Q <- gcard(probs, mu, rho)

lines(Q, dcard(Q, mu, rho), col = "purple”, 1ty = 3, type = "h")
lines(Q, pcard(Q, mu, rho), col = "purple”, 1ty = 3, type = "h")
abline(h = c(@,probs, 1), v = c(0, 2%xpi), col = "purple”, 1ty = 3)
max(abs(pcard(Q, mu, rho) - probs)) # Should be @

## End(Not run)

cardioid Cardioid Distribution Family Function

Description

Estimates the two parameters of the cardioid distribution by maximum likelihood estimation.

Usage

cardioid(lmu = extlogitlink(min = @, max = 2*pi),
lrho = extlogitlink(min = -0.5, max = 0.5),
imu = NULL, irho = 0.3, nsimEIM = 100, zero = NULL)

Arguments
1mu, 1rho Parameter link functions applied to the p and p parameters, respectively. See
Links for more choices.
imu, irho Initial values. A NULL means an initial value is chosen internally. See CommonVGAMf fArguments

for more information.

nsimEIM, zero  See CommonVGAMffArguments for more information.

Details

The two-parameter cardioid distribution has a density that can be written as
1
Flysp,p) = 5 (1+2pcos(y — p))

where 0 < y < 27,0 < p < 2w, and —0.5 < p < 0.5 is the concentration parameter. The default
link functions enforce the range constraints of the parameters.

For positive p the distribution is unimodal and symmetric about p. The mean of Y (which make up
the fitted values) is m + (p/7)((27m — p) sin(2w — p) + cos(2m — p) — psin(p) — cos(p)).
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Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Warning

Numerically, this distribution can be difficult to fit because of a log-likelihood having multiple
maximums. The user is therefore encouraged to try different starting values, i.e., make use of imu
and irho.

Note

Fisher scoring using simulation is used.

Author(s)

T. W. Yee

References

Jammalamadaka, S. R. and SenGupta, A. (2001). Topics in Circular Statistics, Singapore: World
Scientific.

See Also

rcard, extlogitlink, vonmises.

CircStats and circular currently have a lot more R functions for circular data than the VGAM
package.

Examples

## Not run:

cdata <- data.frame(y = rcard(n = 1000, mu = 4, rho = 0.45))
fit <- vglm(y ~ 1, cardioid, data = cdata, trace = TRUE)
coef (fit, matrix=TRUE)

Coef (fit)

c(with(cdata, mean(y)), head(fitted(fit), 1))

summary (fit)

## End(Not run)
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cauchitlink Cauchit Link Function

Description

Computes the cauchit (tangent) link transformation, including its inverse and the first two deriva-
tives.

Usage

cauchitlink(theta, bvalue = .Machine$double.eps,
inverse = FALSE, deriv = @, short = TRUE, tag = FALSE)

Arguments
theta Numeric or character. See below for further details.
bvalue See Links.

inverse, deriv, short, tag
Details at Links.

Details

This link function is an alternative link function for parameters that lie in the unit interval. This type
of link bears the same relation to the Cauchy distribution as the probit link bears to the Gaussian.
One characteristic of this link function is that the tail is heavier relative to the other links (see
examples below).

Numerical values of theta close to 0 or 1 or out of range result in Inf, -Inf, NA or NaN.

Value

For deriv = 0, the tangent of theta, i.e., tan(pi * (theta-0.5)) when inverse = FALSE, and if
inverse = TRUE then 0.5 + atan(theta)/pi.

For deriv = 1, then the function returns d eta/ d theta as a function of theta if inverse = FALSE,
else if inverse = TRUE then it returns the reciprocal.

Note

Numerical instability may occur when theta is close to 1 or 0. One way of overcoming this is to
use bvalue.

As mentioned above, in terms of the threshold approach with cumulative probabilities for an ordinal
response this link function corresponds to the Cauchy distribution (see cauchy1).

Author(s)
Thomas W. Yee
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References

cauchitlink

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models, 2nd ed. London: Chapman &

Hall.

See Also

logitlink, probitlink, clogloglink, loglink, cauchy, cauchy1, Cauchy.

Examples

p <- seq(0.01, 0.99, by = 0.01)
cauchitlink(p)
max(abs(cauchitlink(cauchitlink(p), inverse = TRUE) - p)) # Should be @

p <- c(seq(-0.02, 0.02, by=0.01), seq(@.97, 1.02, by = 0.01))
cauchitlink(p) # Has no NAs

## Not run:

par(mfrow = c(2, 2), lwd = (mylwd <- 2))
y <- seq(-4, 4, length = 100)

p <- seq(@.01, 0.99, by = 0.01)

for (d in 0:1) {
matplot(p, cbind(logitlink(p, deriv = d), probitlink(p, deriv = d)),
type = "n"”, col = "purple”, ylab = "transformation”,
las = 1, main = if (d == @) "Some probability link functions”
else "First derivative”)
lines(p, logitlink(p, deriv = d), col = "limegreen")
lines(p, probitlink(p, deriv = d), col = "purple")
lines(p, clogloglink(p, deriv = d), col = "chocolate")
lines(p, cauchitlink(p, deriv = d), col = "tan")
if (d ==0) {
abline(v = 0.5, h = @, 1ty = "dashed")
legend(@, 4.5, c("logitlink”, "probitlink", "clogloglink”,
"cauchitlink”), lwd = mylwd,
col = c("limegreen”, "purple”, "chocolate”, "tan"))

} else
abline(v = 0.5, 1ty = "dashed")
3

for (d in @) {
matplot(y, cbind( logitlink(y, deriv = d, inverse = TRUE),
probitlink(y, deriv = d, inverse = TRUE)),

"o n

type = "n", col = "purple”, xlab = "transformation”, ylab = "p",

main = if (d == @) "Some inverse probability link functions”

else "First derivative”, las=1)
lines(y, logitlink(y, deriv = d, inverse = TRUE), col = "limegreen")
lines(y, probitlink(y, deriv = d, inverse = TRUE), col = "purple")
lines(y, clogloglink(y, deriv = d, inverse = TRUE), col = "chocolate")
lines(y, cauchitlink(y, deriv = d, inverse = TRUE), col = "tan")
if (d ==0) {

abline(h = 0.5, v = 0, 1ty = "dashed")
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legend(-4, 1, c("logitlink”, "probitlink"”, "clogloglink",
"cauchitlink”), lwd = mylwd,
col = c("limegreen”, "purple”, "chocolate”, "tan"))
}

3
par(lwd = 1)

## End(Not run)

cauchy Cauchy Distribution Family Function

Description

Estimates either the location parameter or both the location and scale parameters of the Cauchy
distribution by maximum likelihood estimation.

Usage

cauchy(llocation = "identitylink”, lscale = "loglink”,
imethod = 1, ilocation = NULL, iscale = NULL,
gprobs.y = ppoints(19), gscale.mux = exp(-3:3), zero = "scale")
cauchyl(scale.arg = 1, llocation = "identitylink”, ilocation = NULL,
imethod = 1, gprobs.y = ppoints(19), zero = NULL)

Arguments

llocation, 1scale
Parameter link functions for the location parameter a and the scale parameter b.
See Links for more choices.

ilocation, iscale
Optional initial value for a and b. By default, an initial value is chosen internally
for each.

imethod Integer, either 1 or 2 or 3. Initial method, three algorithms are implemented. The
user should try all possible values to help avoid converging to a local solution.
Also, choose the another value if convergence fails, or use ilocation and/or
iscale.

gprobs.y, gscale.mux, zero
See CommonVGAMffArguments for information.

scale.arg Known (positive) scale parameter, called b below.

Details
The Cauchy distribution has density function

1

flysa,b) = {mb[1 + ((y — a)/b)°]}
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where y and a are real and finite, and b > 0. The distribution is symmetric about a and has a heavy
tail. Its median and mode are a, but the mean does not exist. The fitted values are the estimates of
a. Fisher scoring is used.

If the scale parameter is known (cauchy1) then there may be multiple local maximum likelihood
solutions for the location parameter. However, if both location and scale parameters are to be
estimated (cauchy) then there is a unique maximum likelihood solution provided n > 2 and less
than half the data are located at any one point.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Warning

It is well-known that the Cauchy distribution may have local maximums in its likelihood function;
make full use of imethod, ilocation, iscale etc.

Note

Good initial values are needed. By default cauchy searches for a starting value for a and b on a 2-D
grid. Likewise, by default, cauchy1 searches for a starting value for a on a 1-D grid. If convergence
to the global maximum is not acheieved then it also pays to select a wide range of initial values via
the ilocation and/or iscale and/or imethod arguments.

Author(s)

T. W. Yee

References

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

Barnett, V. D. (1966). Evaluation of the maximum-likehood estimator where the likelihood equation
has multiple roots. Biometrika, 53, 151-165.

Copas, J. B. (1975). On the unimodality of the likelihood for the Cauchy distribution. Biometrika,
62, 701-704.

Efron, B. and Hinkley, D. V. (1978). Assessing the accuracy of the maximum likelihood estimator:
Observed versus expected Fisher information. Biometrika, 65, 457—481.

See Also

Cauchy, cauchit, studentt, simulate.vlm.
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Examples

# Both location and scale parameters unknown

set.seed(123)

cdata <- data.frame(x2 = runif(nn <- 1000))

cdata <- transform(cdata, loc = exp(1 + 0.5 * x2), scale = exp(1))
cdata <- transform(cdata, y2 = rcauchy(nn, loc, scale))

fit2 <- vglm(y2 ~ x2, cauchy(lloc = "loglink"”), data = cdata)
coef(fit2, matrix = TRUE)

head(fitted(fit2)) # Location estimates

summary (fit2)

# Location parameter unknown

cdata <- transform(cdata, scalel = 0.4)

cdata <- transform(cdata, y1 = rcauchy(nn, loc, scalel))

fitl <- vglm(yl ~ x2, cauchyl(scale = 0.4), data = cdata, trace = TRUE)
coef(fit1, matrix = TRUE)

cdf.lmscreg Cumulative Distribution Function for LMS Quantile Regression

Description

Computes the cumulative distribution function (CDF) for observations, based on a LMS quantile

regression.
Usage
cdf.1lmscreg(object, newdata = NULL, ...)
Arguments
object A VGAM quantile regression model, i.e., an object produced by modelling func-
tions such as vglm and vgam with a family function beginning with "1ms.".
newdata Data frame where the predictions are to be made. If missing, the original data is
used.
Parameters which are passed into functions such as cdf.1lms.yjn.
Details

The CDFs returned here are values lying in [0,1] giving the relative probabilities associated with
the quantiles newdata. For example, a value near 0.75 means it is close to the upper quartile of the
distribution.

Value

A vector of CDF values lying in [0,1].
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Note

The data are treated like quantiles, and the percentiles are returned. The opposite is performed by
gtplot.lmscreg.

The CDF values of the model have been placed in @post$cdf when the model was fitted.

Author(s)

Thomas W. Yee

References

Yee, T. W. (2004). Quantile regression via vector generalized additive models. Statistics in Medicine,
23, 2295-2315.

See Also

deplot.1lmscreg, qtplot.1lmscreg, Ims.bcn, Ims.bcg, Ims.yjn, CommonVGAMffArguments.

Examples

fit <- vgam(BMI ~ s(age, df=c(4, 2)), lms.bcn(zero = 1), data = bmi.nz)
head(fit@post$cdf)

head(cdf (fit)) # Same

head(depvar(fit))

head(fitted(fit))

cdf(fit, data.frame(age = c(31.5, 39), BMI = c(28.4, 24)))

cens.gumbel Censored Gumbel Distribution

Description

Maximum likelihood estimation of the 2-parameter Gumbel distribution when there are censored
observations. A matrix response is not allowed.

Usage

cens.gumbel(llocation = "identitylink”, lscale = "loglink”,
iscale = NULL, mean = TRUE, percentiles = NULL,
zero = "scale")
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Arguments
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llocation, 1scale

iscale

mean

percentiles

zero

Details

Character. Parameter link functions for the location and (positive) scale param-
eters. See Links for more choices.

Numeric and positive. Initial value for scale. Recycled to the appropriate length.
In general, a larger value is better than a smaller value. The default is to choose
the value internally.

Logical. Return the mean? If TRUE then the mean is returned, otherwise per-
centiles given by the percentiles argument.

Numeric with values between 0 and 100. If mean=FALSE then the fitted values
are percentiles which must be specified by this argument.

An integer-valued vector specifying which linear/additive predictors are mod-
elled as intercepts only. The value (possibly values) must be from the set {1,2}
corresponding respectively to location and scale. If zero=NULL then all lin-
ear/additive predictors are modelled as a linear combination of the explanatory
variables. The default is to fit the shape parameter as an intercept only. See
CommonVGAMffArguments for more information.

This VGAM family function is like gumbel but handles observations that are left-censored (so that
the true value would be less than the observed value) else right-censored (so that the true value
would be greater than the observed value). To indicate which type of censoring, input extra =
list(leftcensored = vecl, rightcensored = vec2) where vecl and vec?2 are logical vectors
the same length as the response. If the two components of this list are missing then the logical
values are taken to be FALSE. The fitted object has these two components stored in the extra slot.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such

as vglm and vgam.

Warning

Numerical problems may occur if the amount of censoring is excessive.

Note

See gumbel for details about the Gumbel distribution. The initial values are based on assuming all
uncensored observations, therefore could be improved upon.

Author(s)
T. W. Yee

References

Coles, S. (2001). An Introduction to Statistical Modeling of Extreme Values. London: Springer-

Verlag.
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See Also

gumbel, gumbelff, rgumbel, guplot, gev, venice.

Examples

# Example 1

ystar <- venice[["r1"]] # Use the first order statistic as the response

nn <- length(ystar)

L <= runif(nn, 100, 104) # Lower censoring points

U <- runif(nn, 130, 135) # Upper censoring points

y <- pmax(L, ystar) # Left censored

y <= pmin(U, y) # Right censored

extra <- list(leftcensored = ystar < L, rightcensored = ystar > U)

fit <- vglm(y ~ scale(year), data = venice, trace = TRUE, extra = extra,
fam = cens.gumbel(mean = FALSE, perc = c(5, 25, 50, 75, 95)))

coef(fit, matrix = TRUE)

head(fitted(fit))

fit@extra

# Example 2: simulated data

nn <- 1000

ystar <- rgumbel(nn, loc = 1, scale = exp(@.5)) # The uncensored data
L <= runif(nn, -1, 1) # Lower censoring points

U <= runif(nn, 2, 5) # Upper censoring points

y <- pmax(L, ystar) # Left censored

y <- pmin(U, y) # Right censored

## Not run: par(mfrow = c(1, 2)); hist(ystar); hist(y);

extra <- list(leftcensored = ystar < L, rightcensored = ystar > U)
fit <- vglm(y ~ 1, trace = TRUE, extra = extra, fam = cens.gumbel)
coef(fit, matrix = TRUE)

cens.normal Censored Normal Distribution

Description

Maximum likelihood estimation for the normal distribution with left and right censoring.

Usage
cens.normal(lmu = "identitylink”, lsd = "loglink"”, imethod = 1,
zero = "sd")
Arguments
1mu, 1sd Parameter link functions applied to the mean and standard deviation parame-

ters. See Links for more choices. The standard deviation is a positive quantity,
therefore a log link is the default.
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imethod Initialization method. Either 1 or 2, this specifies two methods for obtaining
initial values for the parameters.

zero A vector, e.g., containing the value 1 or 2; if so, the mean or standard deviation
respectively are modelled as an intercept only. Setting zero = NULL means both
linear/additive predictors are modelled as functions of the explanatory variables.
See CommonVGAMffArguments for more information.

Details

This function is like uninormal but handles observations that are left-censored (so that the true
value would be less than the observed value) else right-censored (so that the true value would be
greater than the observed value). To indicate which type of censoring, input extra = list(leftcensored
=vecl, rightcensored = vec2) where vecl and vec? are logical vectors the same length as the
response. If the two components of this list are missing then the logical values are taken to be
FALSE. The fitted object has these two components stored in the extra slot.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

This function, which is an alternative to tobit, cannot handle a matrix response and uses different
working weights. If there are no censored observations then uninormal is recommended instead.

Author(s)
T. W. Yee

See Also

tobit, uninormal, double.cens.normal.

Examples

## Not run:
cdata <- data.frame(x2 = runif(nn <- 1000)) # ystar are true values
cdata <- transform(cdata, ystar = rnorm(nn, m = 100 + 15 * x2, sd = exp(3)))
with(cdata, hist(ystar))
cdata <- transform(cdata, L = runif(nn, 8@, 90), # Lower censoring points
U = runif(nn, 130, 140)) # Upper censoring points
cdata <- transform(cdata, y = pmax(L, ystar)) # Left censored
cdata <- transform(cdata, y = pmin(U, y)) # Right censored
with(cdata, hist(y))
Extra <- list(leftcensored = with(cdata, ystar < L),
rightcensored = with(cdata, ystar > U))
fit1l <- vglm(y ~ x2, cens.normal, data = cdata, crit = "c"”, extra = Extra)
fit2 <- vglm(y ~ x2, tobit(Lower = with(cdata, L), Upper = with(cdata, U)),
data = cdata, crit = "c", trace = TRUE)
coef (fit1, matrix = TRUE)
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max (abs(coef (fit1, matrix = TRUE) -
coef(fit2, matrix = TRUE))) # Should be @
names(fitl@extra)

## End(Not run)

cens.poisson Censored Poisson Family Function

Description

Family function for a censored Poisson response.

Usage
cens.poisson(link = "loglink”, imu = NULL,
biglambda = 10, smallno = 1e-10)
Arguments
link Link function applied to the mean; see Links for more choices.
imu Optional initial value; see CommonVGAMffArguments for more information.

biglambda, smallno
Used to help robustify the code when lambda is very large and the ppois value
is so close to 0 that the first derivative is computed to be a NA or NaN. When this
occurs mills.ratio is called.

Details

Often a table of Poisson counts has an entry J+ meaning > J. This family function is similar to
poissonff but handles such censored data. The input requires SurvS4. Only a univariate response
is allowed. The Newton-Raphson algorithm is used.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

As the response is discrete, care is required with Surv, especially with "interval” censored data
because of the (start, end] format. See the examples below. The examples have y <L as left
censored and y >= U (formatted as U+) as right censored observations, therefore L <=y <U is for
uncensored and/or interval censored observations. Consequently the input must be tweaked to con-
form to the (start, end] format.

A bit of attention has been directed to try robustify the code when lambda is very large, however
this currently works for left and right censored data only, not interval censored data. Sometime the
fix involves an approximation, hence it is a good idea to set trace = TRUE.
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Note

The function poissonff should be used when there are no censored observations. Also, NAs are not
permitted with SurvS4, nor is type = "counting”.

Author(s)
Thomas W. Yee

References

See survival for background.

See Also

SurvS4, poissonff, Links, mills.ratio.

Examples

# Example 1: right censored data
set.seed(123); U <- 20
cdata <- data.frame(y = rpois(N <- 100, exp(3)))
cdata <- transform(cdata, cy = pmin(U, y),
rcensored = (y >= U))
cdata <- transform(cdata, status = ifelse(rcensored, 0, 1))
with(cdata, table(cy))
with(cdata, table(rcensored))
with(cdata, table(print(SurvS4(cy, status)))) # Check; U+ means >= U
fit <- vglm(SurvS4(cy, status) ~ 1, cens.poisson, data = cdata,
trace = TRUE)
coef(fit, matrix = TRUE)
table(print(depvar(fit))) # Another check; U+ means >= U

# Example 2: left censored data
L <- 15
cdata <- transform(cdata,

cY = pmax(L, y),

lcensored =y < L) # Notey <L, notcY=Lory=<=L
cdata <- transform(cdata, status = ifelse(lcensored, 0, 1))
with(cdata, table(cY))
with(cdata, table(lcensored))
with(cdata, table(print(SurvS4(cY, status, type = "left"”)))) # Check
fit <- vglm(SurvS4(cY, status, type = "left") ~ 1, cens.poisson,

data = cdata, trace = TRUE)

coef(fit, matrix = TRUE)

# Example 3: interval censored data
cdata <- transform(cdata, Lvec = rep(L, len = N),
Uvec = rep(U, len = N))

cdata <-
transform(cdata,
icensored = Lvec <=y & y < Uvec) # Not lcensored or rcensored
with(cdata, table(icensored))
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cdata <- transform(cdata, status = rep(3, N)) # 3 == interval censored
cdata <- transform(cdata,

status = ifelse(rcensored, @, status)) # @ means right censored
cdata <- transform(cdata,

status = ifelse(lcensored, 2, status)) # 2 means left censored
# Have to adjust Lvec and Uvec because of the (start, end] format:
cdata$lLvec[with(cdata,icensored)] <- cdata$Lvec[with(cdata,icensored)]-1
cdata$Uvec[with(cdata,icensored)] <- cdata$Uvec[with(cdata,icensored)]-1
# Unchanged:
cdata$Lvec[with(cdata, lcensored)] <- cdata$Lvec[with(cdata, lcensored)]
cdata$Lvec[with(cdata, rcensored)] <- cdata$Uvec[with(cdata, rcensored)]
with(cdata, # Check
table(ii <- print(SurvS4(Lvec, Uvec, status, type = "interval”))))
fit <- vglm(SurvS4(Lvec, Uvec, status, type = "interval”) ~ 1,

cens.poisson, data = cdata, trace = TRUE)

coef(fit, matrix = TRUE)
table(print(depvar(fit))) # Another check

# Example 4: Add in some uncensored observations
index <- (1:N)[with(cdata, icensored)]
index <- head(index, 4)
cdata$status[index] <- 1 # actual or uncensored value
cdata$Lvec[index] <- cdata$y[index]
with(cdata, table(ii <- print(SurvS4(Lvec, Uvec, status,
type = "interval”)))) # Check

fit <- vglm(SurvS4(Lvec, Uvec, status, type = "interval”) ~ 1,

cens.poisson, data = cdata, trace = TRUE, crit = "c")
coef(fit, matrix = TRUE)
table(print(depvar(fit))) # Another check

cfibrosis Cystic Fibrosis Data

Description

This data frame concerns families data and cystic fibrosis.

Usage

data(cfibrosis)
Format
A data frame with 24 rows on the following 4 variables.

siblings, affected, ascertained, families Over ascertained families, the kth ascertained family has
sk siblings of whom 7, are affected and a;, are ascertained.
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Details

The data set allows a classical segregation analysis to be peformed. In particular, to test Mendelian
segregation ratios in nuclear family data. The likelihood has similarities with seq2binomial.

Source

The data is originally from Crow (1965) and appears as Table 2.3 of Lange (2002).

Crow, J. F. (1965) Problems of ascertainment in the analysis of family data. Epidemiology and
Genetics of Chronic Disease. Public Health Service Publication 1163, Neel J. V., Shaw M. W,
Schull W. J., editors, Department of Health, Education, and Welfare, Washington, DC, USA.

Lange, K. (2002) Mathematical and Statistical Methods for Genetic Analysis. Second Edition.
Springer-Verlag: New York, USA.

Examples

cfibrosis
summary (cfibrosis)

cgo Redirects the user to cqo

Description

Redirects the user to the function cqo.

Usage

cgo(...)

Arguments

Ignored.

Details

The former function cgo has been renamed cqo because CGO (for canonical Gaussian ordination)
is a confusing and inaccurate name. CQO (for constrained quadratic ordination) is better. This new
nomenclature described in Yee (2006).

Value

Nothing is returned; an error message is issued.

Warning

non n.n

The code, therefore, in Yee (2004) will not run without changing the "g" toa "q".
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Author(s)
Thomas W. Yee

References

Yee, T. W. (2004). A new technique for maximum-likelihood canonical Gaussian ordination. Eco-
logical Monographs, 74, 685-701.

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

See Also

cqo.
Examples

## Not run:
cgo()

## End(Not run)

chest.nz Chest Pain in NZ Adults Data

Description

Presence/absence of chest pain in 10186 New Zealand adults.

Usage

data(chest.nz)

Format
A data frame with 73 rows and the following 5 variables.

age a numeric vector; age (years).

nolnor a numeric vector of counts; no pain on LHS or RHS.

nolr a numeric vector of counts; no pain on LHS but pain on RHS.
Inor a numeric vector of counts; no pain on RHS but pain on LHS.

Ir a numeric vector of counts; pain on LHS and RHS of chest.

Details

Each adult was asked their age and whether they experienced any pain or discomfort in their chest
over the last six months. If yes, they indicated whether it was on their LHS and/or RHS of their
chest.
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Source

MacMabhon, S., Norton, R., Jackson, R., Mackie, M. J., Cheng, A., Vander Hoorn, S., Milne, A.,
McCulloch, A. (1995) Fletcher Challenge-University of Auckland Heart & Health Study: design
and baseline findings. New Zealand Medical Journal, 108, 499-502.

Examples

## Not run:

fit <- vgam(cbind(nolnor, nolr, lnor, 1lr) ~ s(age, c(4, 3)),
binom2.or(exchan = TRUE, zero = NULL), data = chest.nz)

coef(fit, matrix = TRUE)

## End(Not run)
## Not run: plot(fit, which.cf = 2, se = TRUE)

chinese.nz Chinese Population in New Zealand 1867-2001 Data

Description

The Chinese population in New Zealand from 1867 to 2001, along with the whole of the New
Zealand population.

Usage

data(chinese.nz)

Format
A data frame with 27 observations on the following 4 variables.

year Year.
male Number of Chinese males.
female Number of Chinese females.

nz Total number in the New Zealand population.

Details

Historically, there was a large exodus of Chinese from the Guangdong region starting in the mid-
1800s to the gold fields of South Island of New Zealand, California (a region near Mexico), and
southern Australia, etc. Discrimination then meant that only men were allowed entry, to hinder
permanent settlement. In the case of New Zealand, the government relaxed its immigration laws
after WWII to allow wives of Chinese already in NZ to join them because China had been among
the Allied powers. Gradual relaxation in the immigration and an influx during the 1980s meant the
Chinese population became increasingly demographically normal over time.

The NZ total for the years 1867 and 1871 exclude the Maori population. Three modifications have
been made to the female column to make the data internally consistent with the original table.
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References

Page 6 of Aliens At My Table: Asians as New Zealanders See Them by M. Ip and N. Murphy, (2005).
Penguin Books. Auckland, New Zealand.

Examples

## Not run: par(mfrow = c(1, 2))

plot(female / (male + female) ~ year, chinese.nz, type = "b",
ylab = "Proportion”, col = "blue”, las =1,
cex = 0.015 * sgrt(male + female),

# cex = 0.10 * sgrt((male + female)*1.5 / sqrt(female) / sqrt(male)),
main = "Proportion of NZ Chinese that are female")

abline(h = 0.5, 1ty = "dashed”, col = "gray")

fitl.cnz <- vglm(cbind(female, male) ~ year, binomialff,
data = chinese.nz)

fit2.cnz <- vglm(cbind(female, male) ~ sm.poly(year, 2), binomialff,
data = chinese.nz)

fit4.cnz <- vglm(cbind(female, male) ~ sm.bs(year, 5), binomialff,
data = chinese.nz)

lines(fitted(fitl.cnz) ~ year, chinese.nz, col = "purple”, 1ty = 1)
lines(fitted(fit2.cnz) ~ year, chinese.nz, col = "green", lty = 2)
lines(fitted(fit4.cnz) ~ year, chinese.nz, col = "orange”, 1lwd = 2, 1ty = 1)
legend("bottomright”, col = c("purple”, "green", "orange"),

1ty = c(1, 2, 1), leg = c("linear”, "quadratic”, "B-spline”))

plot(100*(male+female)/nz ~ year, chinese.nz, type = "b", ylab = "Percent”,
ylim = c(@, max(100x(male+female)/nz)), col = "blue”, las =1
main = "Percent of NZers that are Chinese")

abline(h = @, 1ty = "dashed”, col = "gray")

## End(Not run)

)

chisq Chi-squared and Chi Distributions

Description
Maximum likelihood estimation of the degrees of freedom for a chi-squared distribution. Also fits
the chi distribution.

Usage
chisq(link = "loglink"”, zero = NULL, squared = TRUE)

Arguments

link, zero See CommonVGAMffArguments for information.
squared Logical. Set FALSE for the chi distribution.
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Details

The degrees of freedom is treated as a real parameter to be estimated and not as an integer. Being
positive, a log link is used by default. Fisher scoring is used.

If a random variable has a chi-squared distribution then the square root of the random variable has
a chi distribution. For both distributions, the fitted value is the mean.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note
Multiple responses are permitted. There may be convergence problems if the degrees of freedom is
very large or close to zero.

Author(s)
T. W. Yee

References

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

See Also

Chisquare. uninormal.

Examples

cdata <- data.frame(x2 = runif(nn <- 1000))

cdata <- transform(cdata, y1 = rchisq(nn, df = exp(1 - 1 * x2)),
y2 = rchisq(nn, df = exp(2 - 2 * x2)))

fit <- vglm(cbind(y1, y2) ~ x2, chisq, data = cdata, trace = TRUE)

coef(fit, matrix = TRUE)

clo Redirects the User to rrvglm()

Description

Redirects the user to the function rrvglm.

Usage
clo(...)
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Arguments

Ignored.

Details

CLO stands for constrained linear ordination, and is fitted with a statistical class of models called
reduced-rank vector generalized linear models (RR-VGLMs). It allows for generalized reduced-
rank regression in that response types such as Poisson counts and presence/absence data can be
handled.

Currently in the VGAM package, rrvglmis used to fit RR-VGLMs. However, the Author’s opinion
is that linear responses to a latent variable (composite environmental gradient) is not as common as
unimodal responses, therefore cqo is often more appropriate.

The new CLO/CQO/CAO nomenclature described in Yee (2006).

Value

Nothing is returned; an error message is issued.

Author(s)

Thomas W. Yee

References

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

rrvglm, cqo.

Examples

## Not run:
clo()

## End(Not run)



clogloglink 181

clogloglink Complementary Log-log Link Function

Description

Computes the complementary log-log transformation, including its inverse and the first two deriva-
tives. The complementary log transformation is also computed.

Usage

clogloglink(theta, bvalue = NULL, inverse = FALSE, deriv
short = TRUE, tag = FALSE)
cloglink(theta, bvalue = NULL, inverse = FALSE, deriv = 0,
short = TRUE, tag = FALSE)

1
S

Arguments
theta Numeric or character. See below for further details.
bvalue See Links for general information about links.

inverse, deriv, short, tag
Details at Links.

Details

The complementary log-log link function is commonly used for parameters that lie in the unit
interval. But unlike logitlink, probitlink and cauchitlink, this link is not symmetric. It is
the inverse CDF of the extreme value (or Gumbel or log-Weibull) distribution. Numerical values of
theta close to 0 or 1 or out of range result in Inf, -Inf, NA or NaN.

The complementary log link function is the same as the complementary log-log but the outer log
is omitted. This link is suitable for 1rho in betabinomial because it handles probability-like
parameters but also allows slight negative values in theory. In particular, cloglink safeguards
against parameters exceeding unity.

Value

For deriv = 0, the complimentary log-log of theta, i.e., log(-log(1 - theta)) when inverse =
FALSE, and if inverse = TRUE then 1-exp(-exp(theta)).

For deriv = 1, then the function returns d eta/ d theta as a function of theta if inverse = FALSE,
else if inverse = TRUE then it returns the reciprocal.

Here, all logarithms are natural logarithms, i.e., to base e.
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Note

Numerical instability may occur when theta is close to 1 or 0. One way of overcoming this is to
use bvalue.

Changing 1s to Os and Os to 1s in the response means that effectively a loglog link is fitted. That is,
tranform y by 1 — y. That’s why only one of clogloglink and logloglink is written.

With constrained ordination (e.g., cqo and cao) used with binomialff, a complementary log-log
link function is preferred over the default logitlink, for a good reason. See the example below.

In terms of the threshold approach with cumulative probabilities for an ordinal response this link
function corresponds to the extreme value distribution.

Author(s)
Thomas W. Yee

References

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models, 2nd ed. London: Chapman &
Hall.

See Also

Links, logitoffsetlink, logitlink, probitlink, cauchitlink, pgumbel.

Examples

p <- seq(@.01, 0.99, by = 0.01)
clogloglink(p)
max (abs(clogloglink(clogloglink(p), inverse = TRUE) - p)) # Should be @

p <- c(seq(-0.02, 0.02, by = 0.01), seq(0.97, 1.02, by = 0.01))
clogloglink(p) # Has NAs
clogloglink(p, bvalue = .Machine$double.eps) # Has no NAs

## Not run:

p <- seq(0.01, 0.99, by = 0.01)

plot(p, logitlink(p), type = "1", col = "limegreen”, lwd = 2, las = 1,
main = "Some probability link functions”, ylab = "transformation")

lines(p, probitlink(p), col = "purple”, lwd = 2)

lines(p, clogloglink(p), col = "chocolate”, 1lwd = 2)

lines(p, cauchitlink(p), col = "tan"”, lwd = 2)

abline(v = 0.5, h = 0, 1ty = "dashed")

legend(@.1, 4, c("logitlink"”, "probitlink”, "clogloglink”, "cauchitlink”),

col = c("limegreen”, "purple”, "chocolate”, "tan"), lwd = 2)

## End(Not run)

## Not run:

# This example shows that clogloglink is preferred over logitlink

n <- 500; p <- 5; S <- 3; Rank <- 1 # Species packing model:
mydata <- rcqo(n, p, S, eq.tol = TRUE, es.opt = TRUE, eq.max = TRUE,
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family = "binomial”, hi.abundance = 5, seed = 123,
Rank = Rank)
fitc <- cqo(attr(mydata, "formula”), I.tol = TRUE, data = mydata,
fam = binomialff(multiple.responses = TRUE, link = "cloglog"),
Rank = Rank)
fitl <- cqo(attr(mydata, "formula”), I.tol = TRUE, data = mydata,
fam = binomialff(multiple.responses = TRUE, link = "logitlink"),
Rank = Rank)

# Compare the fitted models (cols 1 and 3) with the truth (col 2)
cbind(concoef (fitc), attr(mydata, "concoefficients"), concoef(fitl))

## End(Not run)

CM.equid Constraint Matrices for Symmetry, Order, Parallelism, etc.

Description

Given M linear/additive predictors, construct the constraint matrices to allow symmetry, (linear and
normal) ordering, etc. in terms such as the intercept.

Usage

CM.equid(M, Trev = FALSE, Tref = 1)
CM.free(M, Trev = FALSE, Tref = 1)
CM.ones(M, Trev = FALSE, Tref = 1)

CM.symm@(M, Trev = FALSE, Tref = 1)

CM.symm1 (M, Trev = FALSE, Tref = 1)

CM.gnorm(M, Trev = FALSE, Tref = 1)

Arguments
M Number of linear/additive predictors, usually > 1.
Tref Reference level for the threshold, this should be a single value from 1:M. This
argument is ignored by some of the above functions.
Trev Logical. Apply reverse direction for the thresholds direction? This argument is
ignored by some of the above functions.
Details

A constraint matrix is M X R where R is its rank and usually the elements are 0, 1 or —1. There
is a constraint matrix for each column of the LM matrix used to fit the vglm. They are used to
apportion the regression coefficients to the linear predictors, e.g., parallelism, exchangeability, etc.
The functions described here are intended to construct constraint matrices easily for symmetry
constraints and linear ordering etc. They are potentially useful for categorical data analysis (e.g.,
cumulative, multinomial), especially for the intercept term. When applied to cumulative, they
are sometimes called structured thresholds, e.g., ordinal.
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One example is the stereotype model proposed by Anderson (1984) (see multinomial and rrvglm)
where the elements of the A matrix are ordered. This is not fully possible in VGAM but some
special cases can be fitted, e.g., use CM.equid to create a linear ordering. And CM.symm1 might
result in fully ordered estimates too, etc.

CM. free creates free or unconstrained estimates. It is almost always the case for VGLMs, and is
simply diag(M).

CM. ones creates equal estimates, which is also known as the parallelism assumption in models such
as cumulative. It gets its name because the constraint matrix is simply matrix(1, M, 1).

CM.equid creates equidistant estimates. This is a linear scaling, and the direction and origin are
controlled by Treverse and Tref respectively.

CM.gnorm and CM.qlogis are based on gnorm and qlogis. For example, CM.qnorm(M) is essen-
tially cbind(gnorm(seq(M) / (M+1))). This might be useful with a model with probitlink
applied to multiple intercepts.

Further details can be found at cumulative and CommonVGAMffArguments,

Value

A constraint matrix.

See Also

CommonVGAMffArguments, cumulative, acat, cratio, sratio, multinomial.

Examples

CM.equid(4)
CM.equid(4, Trev = TRUE, Tref = 3)
CM. symm1(5)
CM. symm@(5)
CM.gnorm(5)

coalminers Breathlessness and Wheeze Amongst Coalminers Data

Description

Coalminers who are smokers without radiological pneumoconiosis, classified by age, breathlessness
and wheeze.

Usage

data(coalminers)
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Format
A data frame with 9 age groups with the following 5 columns.
BW Counts with breathlessness and wheeze.
BnW Counts with breathlessness but no wheeze.
nBW Counts with no breathlessness but wheeze.
nBnW Counts with neither breathlessness or wheeze.

age Age of the coal miners (actually, the midpoints of the 5-year category ranges).

Details
The data were published in Ashford and Sowden (1970). A more recent analysis is McCullagh and
Nelder (1989, Section 6.6).

Source

Ashford, J. R. and Sowden, R. R. (1970) Multi-variate probit analysis. Biometrics, 26, 535-546.

References

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models. 2nd ed. London: Chapman &
Hall.

Examples

str(coalminers)

Coef Computes Model Coefficients and Quantities

Description

Coef is a generic function which computes model coefficients from objects returned by modelling
functions. It is an auxiliary function to coef that enables extra capabilities for some specific models.

Usage
Coef(object, ...)
Arguments
object An object for which the computation of other types of model coefficients or

quantities is meaningful.

Other arguments fed into the specific methods function of the model.
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Details

This function can often be useful for vglm objects with just an intercept term in the RHS of the
formula, e.g., y ~ 1. Then often this function will apply the inverse link functions to the parameters.
See the example below.

For reduced-rank VGLMs, this function can return the A, C matrices, etc.

For quadratic and additive ordination models, this function can return ecological meaningful quan-
tities such as tolerances, optimums, maximums.

Value

The value returned depends specifically on the methods function invoked.

Warning

This function may not work for all VGAM family functions. You should check your results on
some artificial data before applying it to models fitted to real data.

Author(s)
Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

coef, Coef.vlm, Coef.rrvglm, Coef.qrrvglm, depvar.

Examples

nn <- 1000

bdata <- data.frame(y = rbeta(nn, shapel = 1, shape2 = 3)) # Original scale
fit <- vglm(y ~ 1, betaR, data = bdata, trace = TRUE) # Intercept-only model
coef(fit, matrix = TRUE) # Both on a log scale

Coef(fit) # On the original scale

Coef.qgrrvglm Returns Important Matrices etc. of a QO Object

Description

This methods function returns important matrices etc. of a QO object.

Usage
Coef.grrvglm(object, varI.latvar = FALSE, refResponse = NULL, ...)
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Arguments
object A CQO object. The former has class "qrrvglm”.
varIl.latvar Logical indicating whether to scale the site scores (latent variables) to have
variance-covariance matrix equal to the rank- R identity matrix. All models have
uncorrelated site scores (latent variables), and this option stretches or shrinks the
ordination axes if TRUE. See below for further details.
refResponse Integer or character. Specifies the reference response or reference species. By
default, the reference species is found by searching sequentially starting from
the first species until a positive-definite tolerance matrix is found. Then this
tolerance matrix is transformed to the identity matrix. Then the sites scores
(latent variables) are made uncorrelated. See below for further details.
Currently unused.
Details

If I.tolerances=TRUE or eq.tolerances=TRUE (and its estimated tolerance matrix is positive-
definite) then all species’ tolerances are unity by transformation or by definition, and the spread of
the site scores can be compared to them. Vice versa, if one wishes to compare the tolerances with
the sites score variability then setting varI.latvar=TRUE is more appropriate.

For rank-2 QRR-VGLMs, one of the species can be chosen so that the angle of its major axis and
minor axis is zero, i.e., parallel to the ordination axes. This means the effect on the latent vars is
independent on that species, and that its tolerance matrix is diagonal. The argument refResponse
allows one to choose which is the reference species, which must have a positive-definite tolerance
matrix, i.e., is bell-shaped. If refResponse is not specified, then the code will try to choose some
reference species starting from the first species. Although the refResponse argument could possi-
bly be offered as an option when fitting the model, it is currently available after fitting the model,
e.g., in the functions Coef.qrrvglmand lvplot.qgrrvglm.

Value

The A, B1, C, T, D matrices/arrays are returned, along with other slots. The returned object has
class "Coef.qgrrvglm” (see Coef.qrrvglm-class).

Note

Consider an equal-tolerances Poisson/binomial CQO model with noRRR =~ 1. For R = 1 it has
about 25 + po parameters. For R = 2 it has about 3S + 2ps parameters. Here, S is the number
of species, and pa = p — 1 is the number of environmental variables making up the latent variable.
For an unequal-tolerances Poisson/binomial CQO model with noRRR = ~ 1, it has about 35 — 1 + po
parameters for R = 1, and about 65 — 3 + 2p, parameters for R = 2. Since the total number of
data points is n.S, where n is the number of sites, it pays to divide the number of data points by the
number of parameters to get some idea about how much information the parameters contain.

Author(s)
Thomas W. Yee
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References

Yee, T. W. (2004). A new technique for maximum-likelihood canonical Gaussian ordination. Eco-
logical Monographs, 74, 685-701.

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

See Also

cqo, Coef.qgrrvglm-class, print.Coef.qrrvglm, lvplot.qgrrvglm.

Examples

set.seed(123)

x2 <= rnorm(n <- 100)

x3 <= rnorm(n)

x4 <= rnorm(n)

latvarl <- @ + x3 - 2*xx4

lambdal <- exp(3 - 0.5 * ( latvar1-0)*2)

lambda2 <- exp(2 - 0.5 * ( latvar1-1)*2)

lambda3 <- exp(2 - 0.5 * ((latvar1+4)/2)*2) # Unequal tolerances

y1 <- rpois(n, lambdal)

y2 <- rpois(n, lambda2)

y3 <- rpois(n, lambda3)

set.seed(111)

# vvv pl <- cqo(cbind(y1, y2, y3) ~ x2 + x3 + x4, poissonff, trace = FALSE)
## Not run: lvplot(pl, y = TRUE, lcol = 1:3, pch = 1:3, pcol = 1:3)

# vvv Coef(p1)
# vvv print(Coef(p1), digits=3)

Coef.qgrrvglm-class Class “Coef.qrrvglm”

Description

The most pertinent matrices and other quantities pertaining to a QRR-VGLM (CQO model).

Objects from the Class

Objects can be created by calls of the form Coef (object,...) where object is an object of class
"qrrvglm” (created by cqo).

In this document, R is the rank, M is the number of linear predictors and n is the number of
observations.
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Slots

A: Of class "matrix”, A, which are the linear ‘coefficients’ of the matrix of latent variables. It is
M by R.

B1: Of class "matrix”, B1. These correspond to terms of the argument noRRR.
C: Of class "matrix”, C, the canonical coefficients. It has R columns.
Constrained: Logical. Whether the model is a constrained ordination model.

D: Of class "array”, D[, , j] is an order-Rank matrix, for j = 1,...,M. Ideally, these are negative-
definite in order to make the response curves/surfaces bell-shaped.

Rank: The rank (dimension, number of latent variables) of the RR-VGLM. Called R.
latvar: n by R matrix of latent variable values.

latvar.order: Of class "matrix”, the permutation returned when the function order is applied
to each column of latvar. This enables each column of latvar to be easily sorted.

Maximum: Of class "numeric”, the M maximum fitted values. That is, the fitted values at the
optimums for noRRR = ~ 1 models. If noRRR is not ~ 1 then these will be NAs.

NOS: Number of species.

Optimum: Of class "matrix”, the values of the latent variables where the optimums are. If the
curves are not bell-shaped, then the value will be NA or NaN.

Optimum.order: Of class "matrix”, the permutation returned when the function order is applied
to each column of Optimum. This enables each row of Optimum to be easily sorted.

bellshaped: Vector of logicals: is each response curve/surface bell-shaped?
dispersion: Dispersion parameter(s).

Dzero: Vector of logicals, is each of the response curves linear in the latent variable(s)? It will be
if and only if D[, , j] equals O, for j=1,...,M .

Tolerance: Object of class "array"”, Tolerancel,,j] is an order-Rank matrix, for j = 1,...,M,
being the matrix of tolerances (squared if on the diagonal). These are denoted by T in Yee
(2004). Ideally, these are positive-definite in order to make the response curves/surfaces bell-
shaped. The tolerance matrices satisfy T = —%D;l.

Author(s)

Thomas W. Yee

References
Yee, T. W. (2004). A new technique for maximum-likelihood canonical Gaussian ordination. Eco-
logical Monographs, 74, 685-701.

See Also

Coef.grrvglm, cqo, print.Coef.qrrvglm.
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Examples

x2 <= rnorm(n <- 100)

x3 <= rnorm(n)

x4 <= rnorm(n)

latvarl <- @ + x3 - 2*x4

lambdal <- exp(3 - 0.5 * ( latvar1-0)*2)

lambda2 <- exp(2 - 0.5 * ( latvar1-1)*2)

lambda3 <- exp(2 - 0.5 * ((latvar1+4)/2)*2)

y1 <- rpois(n, lambdal)

y2 <- rpois(n, lambda2)

y3 <- rpois(n, lambda3)

yy <- cbind(y1, y2, y3)

# vvv pl <- cqo(yy ~ x2 + x3 + x4, fam = poissonff, trace = FALSE)
## Not run:

lvplot(pl, y = TRUE, lcol = 1:3, pch = 1:3, pcol = 1:3)

## End(Not run)
# vvv print(Coef(pl), digits = 3)

Coef.rrvglm Returns Important Matrices etc. of a RR-VGLM Object

Description

This methods function returns important matrices etc. of a RR-VGLM object.

Usage
Coef.rrvglm(object, ...)
Arguments
object An object of class "rrvglm”.
Currently unused.
Details

The A, B1, C matrices are returned, along with other slots. See rrvglm for details about RR-
VGLMs.

Value

An object of class "Coef.rrvglm” (see Coef.rrvglm-class).

Note

This function is an alternative to coef.rrvglm.
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Author(s)
Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

Coef.rrvglm-class, print.Coef.rrvglm, rrvglm.

Examples

# Rank-1 stereotype model of Anderson (1984)

pneumo <- transform(pneumo, let = log(exposure.time), x3 = runif(nrow(pneumo)))
fit <- rrvglm(cbind(normal, mild, severe) ~ let + x3, multinomial, data = pneumo)
coef(fit, matrix = TRUE)

Coef (fit)

Coef.rrvglm-class Class “Coef.rrvglm”

Description

The most pertinent matrices and other quantities pertaining to a RR-VGLM.

Objects from the Class

Objects can be created by calls of the form Coef (object, ...) where object is an object of class
rrvglm (see rrvglm-class).

In this document, M is the number of linear predictors and n is the number of observations.

Slots

A: Of class "matrix”, A.

B1: Of class "matrix”, B1.

C: Of class "matrix”, C.

Rank: The rank of the RR-VGLM.

colx1.index: Index of the columns of the "v1m"-type model matrix corresponding to the variables
in x1. These correspond to B1.

colx2.index: Index of the columns of the "v1lm"-type model matrix corresponding to the variables
in x2. These correspond to the reduced-rank regression.

Atilde: Object of class "matrix”, the A matrix with the corner rows removed. Thus each of the
elements have been estimated. This matrix is returned only if corner constraints were used.
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Author(s)
Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

Coef.rrvglm, rrvglm, rrvglm-class, print.Coef.rrvglm.

Examples

# Rank-1 stereotype model of Anderson (1984)

pneumo <- transform(pneumo, let = log(exposure.time), x3 = runif(nrow(pneumo)))
fit <- rrvglm(cbind(normal, mild, severe) ~ let + x3, multinomial, data = pneumo)
coef(fit, matrix = TRUE)

Coef (fit)

# print(Coef(fit), digits = 3)

Coef.vlm Extract Model Coefficients for VLM Objects

Description

Amongst other things, this function applies inverse link functions to the parameters of intercept-only
VGLMs.

Usage
Coef.vlm(object, ...)
Arguments
object A fitted model.
Arguments which may be passed into coef.
Details

Most VGAM family functions apply a link function to the parameters, e.g., positive parameter are
often have a log link, parameters between 0 and 1 have a logit link. This function can back-transform
the parameter estimate to the original scale.

Value

For intercept-only models (e.g., formula is y ~ 1) the back-transformed parameter estimates can be
returned.
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Warning

This function may not work for all VGAM family functions. You should check your results on
some artificial data before applying it to models fitted to real data.

Author(s)
Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

Coef, coef.

Examples

set.seed(123); nn <- 1000

bdata <- data.frame(y = rbeta(nn, shapel = 1, shape2 = 3))

fit <- vglm(y ~ 1, betaff, data = bdata, trace = TRUE) # intercept-only model
coef(fit, matrix = TRUE) # log scale

Coef(fit) # On the original scale

coefvgam Extract Model Coefficients of a vgam() Object

Description

Extracts the estimated coefficients from vgam() objects.

Usage
coefvgam(object, type = c(”linear”, "nonlinear”), ...)
Arguments
object A vgam object.
type Character. The default is the first choice.
Optional arguments fed into coefvlm.
Details

For VGAMs, because modified backfitting is performed, each fitted function is decomposed into a
linear and nonlinear (smooth) part. The argument type is used to return which one is wanted.
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Value

A vector if type = "linear”. A listif type = "nonlinear”, and each component of this list corre-
sponds to an s term; the component contains an S4 object with slot names such as "Bcoefficients”,

non n o n

"knots”, "xmin", "xmax".

Author(s)
Thomas W. Yee

See Also

vgam, coefvlm, coef.

Examples

fit <- vgam(agaaus ~ s(altitude, df = 2), binomialff, data = hunua)
coef(fit) # Same as coef(fit, type = "linear")

(ii <- coef(fit, type = "nonlinear”))

is.list(ii)

names(ii)

slotNames(iil[[11])

coefvlm Extract Model Coefficients

Description

Extracts the estimated coefficients from VLM objects such as VGLMs.

Usage
coefvim(object, matrix.out = FALSE, label = TRUE, colon = FALSE, ...)
Arguments
object An object for which the extraction of coefficients is meaningful. This will usu-
ally be a vglm object.
matrix.out Logical. If TRUE then a matrix is returned. The explanatory variables are the
rows. The linear/additive predictors are the columns. The constraint matrices
are used to compute this matrix.
label Logical. If FALSE then the names of the vector of coefficients are set to NULL.
colon Logical. Explanatory variables which appear in more than one linear/additive

predictor are labelled with a colon, e.g., age:1, age:2. However, if it only
appears in one linear/additive predictor then the :1 is omitted by default. Then
setting colon = TRUE will add the : 1.

Currently unused.
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Details
This function works in a similar way to applying coef () to a 1m or glm object. However, for
VGLMs, there are more options available.

Value

A vector usually. A matrix if matrix.out = TRUE.

Author(s)
Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

vglm, coefvgam, coef.

Examples

zdata <- data.frame(x2 = runif(nn <- 200))

zdata <- transform(zdata, pstre logitlink(-0.5 + 1xx2, inverse = TRUE),
lambda = 1loglink( 0.5 + 2*x2, inverse = TRUE))

zdata <- transform(zdata, y2 = rzipois(nn, lambda, pstr@ = pstro))

fit2 <- vglm(y2 ~ x2, zipoisson(zero = 1), data = zdata, trace = TRUE)
coef(fit2, matrix = TRUE) # Always a good idea

coef (fit2)

coef(fit2, colon = TRUE)

CommonVGAMffArguments Common VGAM Family Function Arguments

Description

Here is a description of some common and typical arguments found in many VGAM family func-
tions, e.g., zero, 1sigma, isigma, gsigma, eq.mean, nsimkI and parallel.

Usage

TypicalVGAMfamilyFunction(lsigma = "loglink",
isigma = NULL,
zero = NULL, gsigma = exp(-5:5),
eq.mean = FALSE,
parallel = TRUE,
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Arguments

lsigma

isigma

Zero

CommonVGAM({fArguments

imethod = 1,

vfl = FALSE, Form2 = NULL,

type.fitted = c("mean”, "quantiles”, "Qlink”,
"pobs@"”, "pstre”, "onempstrd"),

percentiles = c(25, 50, 75),

probs.x = ¢c(0.15, 0.85),

probs.y = c(0.25, 0.50, 0.75),

multiple.responses = FALSE, earg.link = FALSE,

ishrinkage = 0.95, nointercept = NULL,

whitespace = FALSE, bred = FALSE, 1lss = TRUE,

oim = FALSE, nsimEIM = 100, byrow.arg = FALSE,

link.list = list(”"(Default)” = "identitylink”,
x2 = "loglink",
X3 = "logofflink",
x4 = "multilogitlink”,
x5 = "multilogitlink"),
earg.list = list("(Default)” = list(),
X2 = list(),
x3 = list(offset = -1),
x4 = list(),
x5 = list(Q)),

Thresh = NULL, nrfs = 1)

Character. Link function applied to a parameter and not necessarily a mean.
See Links for a selection of choices. If there is only one parameter then this
argument is often called 1ink.

Optional initial values can often be inputted using an argument beginning with
"i". For example, "isigma” and "ilocation”, or just "init" if there is one
parameter. A value of NULL means a value is computed internally, i.e., a self-
starting VGAM family function. If a failure to converge occurs make use of
these types of arguments.

An important argument, either an integer vector, or a vector of character strings.

If an integer, then it specifies which linear/additive predictor is modelled as
intercept-only. That is, the regression coefficients are set to zero for all co-
variates except for the intercept. If zero is specified then it may be a vector with
values from the set {1,2, ..., M}. The value zero = NULL means model all lin-
ear/additive predictors as functions of the explanatory variables. Here, M is the
number of linear/additive predictors. Technically, if zero contains the value j
then the jth row of every constraint matrix (except for the intercept) consists of
all 0 values.

Some VGAM family functions allow the zero argument to accept negative val-
ues; if so then its absolute value is recycled over each (usual) response. For
example, zero = -2 for the two-parameter negative binomial distribution would
mean, for each response, the second linear/additive predictor is modelled as
intercepts-only. That is, for all the k& parameters in negbinomial (this VGAM
family function can handle a matrix of responses).
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gsigma

eq.mean

Suppose zero = zerovec where zerovec is a vector of negative values. If
G is the usual M value for a univariate response then the actual values for
argument zero are all values in c(abs(zerovec), G+ abs(zerovec), 2xG +
abs(zerovec), ... ) lying in the integer range 1 to M. For example, set-
ting zero = -c(2, 3) for a matrix response of 4 columns with zinegbinomial
(which usually has G = M = 3 for a univariate response) would be equivalent
tozero=c(2, 3, 5, 6, 8, 9, 11, 12). This example has M = 12. Note that if
zerovec contains negative values then their absolute values should be elements
from the set 1:G.

Note: zero may have positive and negative values, for example, setting zero
=c(-2, 3) in the above example would be equivalent to zero =c(2, 3, 5, 8,
).

The argument zero also accepts a character vector (for VGAM 1.0-1 onwards).
Each value is fed into grep with fixed = TRUE, meaning that wildcards "*" are
not useful. See the example below—all the variants work; those with LOCAT
issue a warning that that value is unmatched. Importantly, the parameter names
are c("locationl”, "scalel”, "location2", "scale2") because there are 2
responses. Yee (2015) described zero for only numerical input. Allowing char-
acter input is particularly important when the number of parameters cannot be
determined without having the actual data first. For example, with time series
data, an ARMA(p,q) process might have parameters 61, . . ., 6, which should be
intercept-only by default. Then specifying a numerical default value for zero
would be too difficult (there are the drift and scale parameters too). However,
it is possible with the character representation: zero = "theta” would achieve
this. In the future, most VGAM family functions might be converted to the
character representation—the advantage being that it is more readable. When
programming a VGAM family function that allows character input, the variable
predictors.names must be assigned correctly.

If the constraints argument is used then the family function’s zero argument
(if it exists) needs to be set to NULL. This avoids what could be a probable con-
tradiction. Sometimes setting other arguments related to constraint matrices to
FALSE is also a good idea, e.g., parallel = FALSE, exchangeable = FALSE.

Grid-search initial values can be inputted using an argument beginning with "g",
e.g., "gsigma”, "gshape” and "gscale”. If argument isigma is inputted then
that has precedence over gsigma, etc. If the grid search is 2-dimensional then
it is advisable not to make the vectors too long as a nested for loop may be
used. Ditto for 3-dimensions etc. Sometimes a " .mux" is added as a suffix, e.g.,
gshape.mux; this means that the grid is created relatively and not absolutely,
e.g., its values are multipled by some single initial estimate of the parameter in
order to create the grid on an absolute scale.

Some family functions have an argument called gprobs.y. This is fed into the
probs argument of quantile in order to obtain some values of central tendency
of the response, i.e., some spread of values in the middle. when imethod =1
to obtain an initial value for the mean Some family functions have an argument
called iprobs.y, and if so, then these values can overwrite gprobs.y.

Logical. Constrain all the means to be equal? This type of argument is simpler

than parallel because only a single TRUE or FALSE can be assigned and not a
formula. Thus if TRUE then it will be enforced over all variables.
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parallel

nsimeIM

imethod

CommonVGAM({fArguments

A logical, or a simple formula specifying which terms have equal/unequal co-
efficients. The formula must be simple, i.e., additive with simple main effects
terms. Interactions and nesting etc. are not handled. To handle complex formu-
las use the constraints argument (of vglm etc.); however, there is a lot more
setting up involved and things will not be as convenient.

Here are some examples. 1. parallel = TRUE ~ x2 + x5 means the parallelism
assumption is only applied to X», X5 and the intercept. 2. parallel = TRUE
~ -1 and parallel = TRUE ~ @ mean the parallelism assumption is applied to
no variables at all. Similarly, parallel = FALSE ~ -1 and parallel = FALSE ~
@ mean the parallelism assumption is applied to all the variables including the
intercept. 3. parallel = FALSE ~x2 - 1 and parallel = FALSE ~ x2 + @ ap-
plies the parallelism constraint to all terms (including the intercept) except for
Xo. 4. parallel = FALSE ~ x2 * x3 probably will not work. Instead, expand
it out manually to get parallel = FALSE ~ x2 + x3 + x2:x3, and that should
work. That’s because the main formula processes or expands the "*" opera-
tor but parallel does not. 5. To check whether parallel has done what was
expected, type coef(fit, matrix = TRUE) or constraints(fit) for confir-
mation.

This argument is common in VGAM family functions for categorical responses,
e.g., cumulative, acat, cratio, sratio. For the proportional odds model
(cumulative) having parallel constraints applied to each explanatory variable
(except for the intercepts) means the fitted probabilities do not become negative
or greater than 1. However this parallelism or proportional-odds assumption
ought to be checked.

Some VGAM family functions use simulation to obtain an approximate ex-
pected information matrix (EIM). For those that do, the nsimEIM argument spec-
ifies the number of random variates used per observation; the mean of nsimEIM
random variates is taken. Thus nsimEIM controls the accuracy and a larger value
may be necessary if the EIMs are not positive-definite. For intercept-only mod-
els (y ~ 1) the value of nsimEIM can be smaller (since the common value used
is also then taken as the mean over the observations), especially if the number
of observations is large.

Some VGAM family functions provide two algorithms for estimating the EIM.
If applicable, set nsimEIM = NULL to choose the other algorithm.

An integer with value 1 or 2 or 3 or ... which specifies the initialization method
for some parameters or a specific parameter. If failure to converge occurs try
the next higher value, and continue until success. For example, imethod = 1
might be the method of moments, and imethod = 2 might be another method. If
no value of imethod works then it will be necessary to use arguments such as
isigma. For many VGAM family functions it is advisable to try this argument
with all possible values to safeguard against problems such as converging to a
local solution. VGAM family functions with this argument usually correspond
to a model or distribution that is relatively hard to fit successfully, therefore care
is needed to ensure the global solution is obtained. So using all possible values
that this argument supplies is a good idea.

VGAM family functions such genpoisson2 recycle imethod to be of length 2
corresponding to the 2 parameters. In the future, this feature will be extended to
other family functions to confer more flexibility.
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Form2

vfl

type.fitted

percentiles

Formula. Using applied to models with M = 2. Specifies the terms for 7, and
the other terms belong to ;. It is a way to partition the X matrix into two sets
of covariates, where they are assigned to each 7); separately. This argument sets
up constraint matrices rbind(@, 1) for terms in Form2 and rbind(1, @) for
setdiff(formula, Form2) so to speak. Note that sometimes this argument is
only accessed if vf1 = TRUE. Arguments such as Form1 and Form3 are also pos-
sible in VGAM family functions because the 7n; which is likely to be modelled
more simply is chosen for convenience.

A single logical. This stands for variance—variance factored loglinear (VFL)
model. If TRUE then usually some other argument such as Form2 or parallel is
used to partition the main vglm formula into two sets of covariates. For some
families such as negbinomial this enables overdispersion to be modelled conve-
niently via a loglinear model, given the mean. It is necessary to read the online
help regarding each VGAM family function because each one may different
from others. To fit some VFL models it is necessary to make a copy of exist-
ing covariates by creating new variable names and then adding it to the main
formula.

A good question is: why is vf1l necessary? Wouldn’t Form2 be sufficient? Set-
ting vf1 = TRUE enables some internal checking such as avoiding conflicts. For
example, it is often necessary to set zero = NULL and parallel = FALSE, other-
wise there would be contradictions.

Character. Type of fitted value returned by the fitted() methods function. The
first choice is always the default. The available choices depends on what kind
of family function it is. Using the first few letters of the chosen choice is okay.
See fittedvlm for more details.

The choice "Qlink" refers to quantile-links, which was introduced in Decem-
ber 2018 in VGAMextra 0.0-2 for several 1-parameter distributions. Here, ei-
ther the loglink or logitlink or identitylink of the quantile is the link
function (and the choice is dependent on the support of the distribution), and
link functions end in "Qlink"”. A limited amount of support is provided for
such links, e.g., fitted(fit) are the fitted quantiles, which is the same as
predict(fit, type = "response”). However, fitted(fit, percentiles =
77) will not work.

Numeric vector, with values between 0 and 100 (although it is not recommended
that exactly 0 or 100 be inputted). Used only if type.fitted = "quantiles”
or type.fitted = "percentiles”, then this argument specifies the values of
these quantiles. The argument name tries to reinforce that the values lie between
0 and 100. See fittedvlm for more details.

probs.x, probs.y

1ss

Numeric, with values in (0, 1). The probabilites that define quantiles with re-
spect to some vector, usually an x or y of some sort. This is used to create
two subsets of data corresponding to ‘low’ and ‘high’ values of x or y. Each
value is separately fed into the probs argument of quantile. If the data set size
is small then it may be necessary to increase/decrease slightly the first/second
values respectively.

Logical. This stands for the ordering: location, scale and shape. Should the
ordering of the parameters be in this order? Almost all VGAM family functions
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Thresh

whitespace

oim

nrfs

)

CommonVGAM({fArguments

have this order by default, but in order to match the arguments of existing R
functions, one might need to set 1ss = FALSE. For example, the arguments of
weibullR are scale and shape, whereas rweibull are shape and scale. As a
temporary measure (from VGAM 0.9-7 onwards but prior to version 1.0-0),
some family functions such as sinmad have an 1ss argument without a default.
For these, setting 1ss = FALSE will work. Later, 1ss = TRUE will be the default.
Be careful for the dpgr-type functions, e.g., rsinmad.

Thresholds is another name for the intercepts, e.g., for categorical models. They
may be constrained by functions such as CM.equid and CM.gnorm. The string
"CM." and the Thresh argument is pasted and then that function is called to ob-
tain the constraint matrix for the intercept term. So Thresh = "free”, Thresh =
"equid”, Thresh = "gnorm”, Thresh = "symm@", Thresh = "symm1" etc. are
possibilities. Families that use this include multinomial, cratio, sratio,
cumulative, acat.

Logical. Should white spaces (" ") be used in the labelling of the linear/additive
predictors? Setting TRUE usually results in more readability but it occupies more
columns of the output.

Logical. Should the observed information matrices (OIMs) be used for the
working weights? In general, setting oim = TRUE means the Newton-Raphson
algorithm, and oim = FALSE means Fisher-scoring. The latter uses the EIM, and
is usually recommended. If oim = TRUE then nsimEIM is ignored.

Numeric, a value in [0,1]. Experimental argument for allowing a mixture of
Newton-Raphson and Fisher scoring. The working weights are taken as a linear
combination of the two. If nrfs = @ then Newton-Raphson is used, i.e., the OIM
is wholly used. If nrfs =1 then Fisher scoring is used, i.e., the EIM is wholly
used. If convergence is successful then one might expect Newton-Raphson to
be faster than Fisher scoring because the former has an order-2 convergence rate
while the latter has a linear rate.

multiple.responses

earg.link

byrow.arg

Logical. Some VGAM family functions allow a multivariate or vector response.
If so, then usually the response is a matrix with columns corresponding to the in-
dividual response variables. They are all fitted simultaneously. Arguments such
as parallel may then be useful to allow for relationships between the regres-
sions of each response variable. If multiple.responses = TRUE then some-
times the response is interpreted differently, e.g., posbinomial chooses the first
column of a matrix response as success and combines the other columns as fail-
ure, but when multiple.responses = TRUE then each column of the response
matrix is the number of successes and the weights argument is of the same
dimension as the response and contains the number of trials.

This argument should be generally ignored.

Logical. Some VGAM family functions that handle multiple responses have
arguments that allow input to be fed in which affect all the responses, e.g., imu
for initalizing a mu parameter. In such cases it is sometime more convenient
to input one value per response by setting byrow.arg = TRUE; then values are
recycled in order to form a matrix of the appropriate dimension. This argument



CommonVGAM({fArguments 201

matches byrow in matrix; in fact it is fed into such using matrix(..., byrow
= byrow. arg). This argument has no effect when there is one response.

ishrinkage Shrinkage factor s used for obtaining initial values. Numeric, between O and
1. In general, the formula used is something like s + (1 — s)y where p is a
measure of central tendency such as a weighted mean or median, and y is the
response vector. For example, the initial values are slight perturbations of the
mean towards the actual data. For many types of models this method seems to
work well and is often reasonably robust to outliers in the response. Often this
argument is only used if the argument imethod is assigned a certain value.

nointercept An integer-valued vector specifying which linear/additive predictors have no
intercepts. Any values must be from the set {1,2,...,M}. A value of NULL
means no such constraints.

bred Logical. Some VGAM family functions will allow bias-reduction based on
the work by Kosmidis and Firth. Sometimes half-stepping is a good idea; set
stepsize = 0.5 and monitor convergence by setting trace = TRUE.

link.list, earg.list
Some VGAM family functions (such as normal.vcm) implement models with
potentially lots of parameter link functions. These two arguments allow many
such links and extra arguments to be inputted more easily. One has something
like link.list = 1ist ("(Default)” = "identitylink"”, x2 = "loglink", x3
= "logofflink") and earg.list = list ("(Default)” =1ist(), x2 =1ist(),
x3 ="list(offset =-1)"). Then any unnamed terms will have the default
link with its corresponding extra argument. Note: the multilogitlink link is
also possible, and if so, at least two instances of it are necessary. Then the last
term is the baseline/reference group.

Details

Full details will be given in documentation yet to be written, at a later date! A general recommen-
dation is to set trace = TRUE whenever any model fitting is done, since monitoring convergence is
usually very informative.

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

The zero argument is supplied for convenience but conflicts can arise with other arguments, e.g.,
the constraints argument of vglm and vgam. See Example 5 below for an example. If not sure,
use, e.g., constraints(fit) and coef (fit, matrix = TRUE) to check the result of a fit fit.

The arguments zero and nointercept can be inputted with values that fail. For example, multinomial (zero
=2, nointercept = 1:3) means the second linear/additive predictor is identically zero, which will
cause a failure.

Be careful about the use of other potentially contradictory constraints, e.g., multinomial (zero =
2, parallel = TRUE ~ x3). If in doubt, apply constraints() to the fitted object to check.
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VGAM family functions with the nsimEIM may have inaccurate working weight matrices. If
so, then the standard errors of the regression coefficients may be inaccurate. Thus output from
summary (fit), vcov(fit), etc. may be misleading.

Changes relating to the 1ss argument have very important consequences and users must beware.
Good programming style is to rely on the argument names and not on the order.

Author(s)
T. W. Yee

References

Yee, T. W. (2015). Vector Generalized Linear and Additive Models: With an Implementation in R.
New York, USA: Springer.

Kosmidis, I. and Firth, D. (2009). Bias reduction in exponential family nonlinear models. Biometrika,
96, 793-804.

Miranda-Soberanis, V. F. and Yee, T. W. (2019). New link functions for distribution—specific quan-
tile regression based on vector generalized linear and additive models. Journal of Probability and
Statistics, 5, 1-11.

See Also

Links, vglm, vgam, vglmff-class, UtilitiesVGAM, multilogitlink, multinomial, VGAMex-
tra.

Examples

# Example 1
cumulative()
cumulative(link = "probitlink"”, reverse = TRUE, parallel = TRUE)

# Example 2
wdata <- data.frame(x2 = runif(nn <- 1000))
wdata <- transform(wdata,
y = rweibull(nn, shape = 2 + exp(1 + x2), scale = exp(-0.5)))
fit <- vglm(y ~ x2, weibullR(1lshape = logofflink(offset = -2), zero = 2),
data = wdata)
coef(fit, mat = TRUE)

# Example 3; multivariate (multiple) response

## Not run:

ndata <- data.frame(x = runif(nn <- 500))

ndata <- transform(ndata,
y1 = rnbinom(nn, exp(1), mu = exp(3+x)), # k is size
y2 = rnbinom(nn, exp(@), mu = exp(2-x)))

fit <- vglm(cbind(yl, y2) ~ x, negbinomial(zero = -2), ndata)

coef(fit, matrix = TRUE)

## End(Not run)
# Example 4
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## Not run:
# fitl and fit2 are equivalent
fitl <- vglm(ymatrix ~ x2 + x3 + x4 + x5,
cumulative(parallel = FALSE ~ 1 + x3 + x5), cdata)
fit2 <- vglm(ymatrix ~ x2 + x3 + x4 + x5,
cumulative(parallel = TRUE ~ x2 + x4), cdata)

## End(Not run)

# Example 5
udata <- data.frame(x2 = rnorm(nn <- 200))
udata <- transform(udata,
xlcopy = 1, # Copy of the intercept
x3 = runif(nn),
y1 = rnorm(nn, 1 - 3*x2, sd = exp(1 + 0.2%x2)),
y2 = rnorm(nn, 1 - 3*x2, sd = exp(1)))
args(uninormal)
fitl <- vglm(yl ~ x2, uninormal, udata) # This is okay
fit2 <- vglm(y2 ~ x2, uninormal(zero = 2), udata) # This is okay
fit4 <- vglm(y2 ~ x2 + xlcopy + x3,
uninormal(zero = NULL, vfl = TRUE,
Form2 = ~ xlcopy + x3 - 1), udata)
coef(fit4, matrix = TRUE) # VFL model

# This creates potential conflict
clist <- list("(Intercept)” = diag(2), "x2" = diag(2))
fit3 <- vglm(y2 ~ x2, uninormal(zero = 2), data = udata,
constraints = clist) # Conflict!
coef(fit3, matrix = TRUE) # Shows that clist[["x2"]] was overwritten,
constraints(fit3) # i.e., 'zero' seems to override the 'constraints' arg

# Example 6 ('whitespace' argument)

pneumo <- transform(pneumo, let = log(exposure.time))

fitl <- vglm(cbind(normal, mild, severe) ~ let,
sratio(whitespace = FALSE, parallel

fit2 <- vglm(cbind(normal, mild, severe) ~ let,
sratio(whitespace = TRUE, parallel = TRUE), pneumo)

head(predict(fitl1), 2) # No white spaces

head(predict(fit2), 2) # Uses white spaces

TRUE), pneumo)

# Example 7 ('zero' argument with character input)

set.seed(123); n <- 1000

ldata <- data.frame(x2 = runif(n))

ldata <- transform(ldata, y1 = rlogis(n, loc = 5xx2, scale = exp(2)))
ldata <- transform(ldata, y2 = rlogis(n, loc = 5%*x2, scale = exp(1*x2)))
ldata <- transform(ldata, wl = runif(n))

ldata <- transform(ldata, w2 = runif(n))

fit7 <- vglm(cbind(y1, y2) ~ x2,

# logistic(zero = "location1"”), # locationl is intercept-only
# logistic(zero = "location2"),

# logistic(zero = "location*"), # Not okay... all is unmatched
# logistic(zero = "scalel”),

# logistic(zero = "scale2"),
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# logistic(zero = "scale"), # Both scale parameters are matched
logistic(zero = c("location”, "scale2")), # All but scalel

# logistic(zero = c("LOCAT", "scale2")), # Only scale2 is matched

# logistic(zero = c("LOCAT")), # Nothing is matched

# trace = TRUE,

# weights = cbind(wl, w2),

weights = wi,
data = ldata)
coef (fit7, matrix = TRUE)

concoef Extract Model Constrained/Canonical Coefficients

Description

concoef is a generic function which extracts the constrained (canonical) coefficients from objects
returned by certain modelling functions.

Usage
concoef(object, ...)
Arguments
object An object for which the extraction of canonical coefficients is meaningful.
Other arguments fed into the specific methods function of the model.
Details

For constrained quadratic and ordination models, canonical coefficients are the elements of the C
matrix used to form the latent variables. They are highly interpretable in ecology, and are looked at
as weights or loadings.

They are also applicable for reduced-rank VGLMs.

Value

The value returned depends specifically on the methods function invoked.

Warning

concoef replaces ccoef; the latter is deprecated.

For QO models, there is a direct inverse relationship between the scaling of the latent variables (site
scores) and the tolerances. One normalization is for the latent variables to have unit variance. An-
other normalization is for all the species’ tolerances to be unit (provided eq. tolerances is TRUE).
These two normalizations cannot simultaneously hold in general. For rank R models with R > 1
it becomes more complicated because the latent variables are also uncorrelated. An important ar-
gument when fitting quadratic ordination models is whether eq. tolerances is TRUE or FALSE. See
Yee (2004) for details.
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Author(s)

Thomas W. Yee

References

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

Yee, T. W. (2004). A new technique for maximum-likelihood canonical Gaussian ordination. Eco-
logical Monographs, 74, 685-701.

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

See Also

concoef-method, concoef.qrrvglm, concoef.cao, coef.

Examples

## Not run: set.seed(111) # This leads to the global solution
hspider[,1:6] <- scale(hspider[,1:6]) # Standardized environmental vars
p1 <- cqo(cbind(Alopacce, Alopcune, Alopfabr, Arctlute, Arctperi,
Auloalbi, Pardlugu, Pardmont, Pardnigr, Pardpull,
Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
family = poissonff, data = hspider, Crowlpositive = FALSE)
concoef (p1)

## End(Not run)

concoef-methods Constrained (Canonical) Coefficients

Description

concoef is a generic function used to return the constrained (canonical) coefficients of a constrained
ordination model. The function invokes particular methods which depend on the class of the first
argument.

Methods

object The object from which the constrained coefficients are extracted.
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confintvglm Confidence Intervals for Parameters of VGLMs

Description

Computes confidence intervals (CIs) for one or more parameters in a fitted model. Currently the
object must be a "vglm"” object.

Usage
confintvglm(object, parm, level = 0.95, method = c("wald”, "profile"”),
trace = NULL, ...)
Arguments
object A fitted model object.

parm, level, ...
Same as confint.

method Character. The default is the first method. Abbreviations are allowed. Currently
"profile” is basically working; and it is likely to be more accurate especially
for small samples, as it is based on a profile log likelihood, however it is com-
putationally intensive.

trace Logical. If TRUE then one can monitor the computation as it progresses (be-
cause it is expensive). The default is the orginal model’s trace value (see
vglm.control). Setting FALSE suppresses all intermediate output.

Details

The default for this methods function is based on confint.default and assumes asymptotic nor-
mality. In particular, the coef and vcov methods functions are used for vglm-class objects.

When method = "profile” the function profilevglmis called to do the profiling. The code is very
heavily based on profile.glm which was originally written by D. M. Bates and W. N. Venables
(For S in 1996) and subsequently corrected by B. D. Ripley. Sometimes the profiling method can
give problems, for example, cumulative requires the M linear predictors not to intersect in the
data cloud. Such numerical problems are less common when method = "wald"”, however, it is well-
known that inference based on profile likelihoods is generally more accurate than Wald, especially
when the sample size is small. The deviance (deviance(object)) is used if possible, else the
difference 2 * (logLik(object) - ell) is computed, where ell are the values of the loglikelihood
on a grid.

For Wald CIs and rrvglm-class objects, currently an error message is produced because I haven’t
gotten around to write the methods function; it’s not too hard, but am too busy! An interim measure
is to coerce the object into a "vglm" object, but then the confidence intervals will tend to be too
narrow because the estimated constraint matrices are treated as known.

For Wald ClIs and vgam-class objects, currently an error message is produced because the theory
is undeveloped.
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Value

Same as confint.

Note

The order of the values of argument method may change in the future without notice. The functions
plot.profile.glm and pairs.profile.glm from MASS appear to work with output from this
function.

Author(s)

Thomas Yee adapted confint.1lm to handle "vglm" objects, for Wald-type confidence intervals.
Also, profile.glm was originally written by D. M. Bates and W. N. Venables (For S in 1996) and
subsequently corrected by B. D. Ripley. This function effectively calls confint.profile.glm()
in MASS.

See Also

vcovvlm, summaryvglm, confint, profile.glm, Irt.stat.vlm,wald.stat, plot.profile.glm,
pairs.profile.glm.

Examples

# Example 1: this is based on a glm example

counts <- ¢(18,17,15,20,10,20,25,13,12)

outcome <- gl(3, 1, 9); treatment <- gl(3, 3)

glm.D93 <- glm(counts ~ outcome + treatment, family = poisson())
vglm.D93 <- vglm(counts ~ outcome + treatment, family = poissonff)
confint(glm.D93) # needs MASS to be present on the system
confint.default(glm.D93) # based on asymptotic normality
confint(vglm.D93)

confint(vglm.D93) - confint(glm.D93) # Should be all @s
confint(vglm.D93) - confint.default(glm.D93) # based on asympt. normality

# Example 2: simulated negative binomial data with multiple responses

ndata <- data.frame(x2 = runif(nn <- 100))

ndata <- transform(ndata, y1 = rnbinom(nn, mu = exp(3+x2), size = exp(1)),
y2 = rnbinom(nn, mu = exp(2-x2), size = exp(0)))

fitl <- vglm(cbind(y1, y2) ~ x2, negbinomial, data = ndata, trace = TRUE)

coef (fitl)

coef(fit1, matrix = TRUE)

confint(fit1)

confint(fitl, "x2:1") # This might be improved to "x2" some day...
## Not run:

confint(fit1, method = "profile"”) # Computationally expensive
confint(fit1, "x2:1", method = "profile”, trace = FALSE)

## End(Not run)

fit2 <- rrvglm(yl ~ x2, negbinomial(zero = NULL), data = ndata)
confint(as(fit2, "vglm")) # Too narrow (SEs are biased downwards)
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constraints Constraint Matrices

Description

Extractor function for the constraint matrices of objects in the VGAM package.

Usage

constraints(object, ...)
constraints.vlm(object, type = c("1Im”, "term”), all = TRUE, which,
matrix.out = FALSE, colnames.arg = TRUE,

rownames.arg = TRUE, ...)
Arguments

object Some VGAM object, for example, having class vglmff-class.

type Character. Whether LM- or term-type constraints are to be returned. The num-
ber of such matrices returned is equal to nvar(object, type = "1m") and the
number of terms, respectively.

all, which If all = FALSE then which gives the integer index or a vector of logicals speci-
fying the selection.

matrix.out Logical. If TRUE then the constraint matrices are cbind()ed together. The result

is usually more compact because the default is a list of constraint matrices.
colnames.arg, rownames.arg

Logical. If TRUE then column and row names are assigned corresponding to the
variables.

Other possible arguments such as type.

Details

Constraint matrices describe the relationship of coefficients/component functions of a particular
explanatory variable between the linear/additive predictors in VGLM/VGAM models. For example,
they may be all different (constraint matrix is the identity matrix) or all the same (constraint matrix
has one column and has unit values).

VGLMs and VGAMs have constraint matrices which are known. The class of RR-VGLMs have
constraint matrices which are unknown and are to be estimated.

Value

The extractor function constraints() returns a list comprising of constraint matrices—usually one
for each column of the VLM model matrix, and in that order. The list is labelled with the variable
names. Each constraint matrix has M rows, where M is the number of linear/additive predictors,
and whose rank is equal to the number of columns. A model with no constraints at all has an order
M identity matrix as each variable’s constraint matrix.
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For vglm and vgam objects, feeding in type = "term” constraint matrices back into the same model
should work and give an identical model. The default are the "1m"-type constraint matrices; this is
a list with one constraint matrix per column of the LM matrix. See the constraints argument of
vglm, and the example below.

Note

In all VGAM family functions zero = NULL means none of the linear/additive predictors are mod-
elled as intercepts-only. Other arguments found in certain VGAM family functions which affect
constraint matrices include parallel and exchangeable.

The constraints argument in vglm and vgam allows constraint matrices to be inputted. If so, then
constraints(fit, type = "1m") can be fed into the constraints argument of the same object to
get the same model.

The xij argument does not affect constraint matrices; rather, it allows each row of the constraint
matrix to be multiplied by a specified vector.

Author(s)
T. W. Yee

References

Yee, T. W. and Wild, C. J. (1996). Vector generalized additive models. Journal of the Royal
Statistical Society, Series B, Methodological, 58, 481-493.

Yee, T. W. and Hastie, T. J. (2003). Reduced-rank vector generalized linear models. Statistical
Modelling, 3, 15-41.

See Also

is.parallel, is.zero, trim.constraints. VGLMs are described in vglm-class; RR-VGLMs
are described in rrvglm-class.

Arguments such as zero and parallel found in many VGAM family functions are a way of creat-
ing/modifying constraint matrices conveniently, e.g., see zero. See CommonVGAMffArguments for
more information.

Examples

# Fit the proportional odds model:

pneumo <- transform(pneumo, let = log(exposure.time))

(fit1 <- vglm(cbind(normal, mild, severe) ~ sm.bs(let, 3),
cumulative(parallel = TRUE, reverse = TRUE), data = pneumo))

coef (fitl, matrix = TRUE)

constraints(fit1) # Parallel assumption results in this

constraints(fitl, type = "term") # Same as the default ("vlm"-type)

is.parallel(fit1)

# An equivalent model to fitl (needs the type "term” constraints):
clist.term <- constraints(fitl, type = "term”) # "term"-type constraints
# cumulative() has no 'zero' argument to set to NULL (a good idea
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cops

# when using the 'constraints' argument):
(fit2 <- vglm(cbind(normal, mild, severe) ~ sm.bs(let, 3), data = pneumo,

cumulative(reverse = TRUE), constraints = clist.term))

abs(max(coef (fit1, matrix = TRUE) -
coef(fit2, matrix = TRUE))) # Should be zero

# Fit a rank-1 stereotype (RR-multinomial logit) model:
fit <- rrvglm(Country ~ Width + Height + HP, multinomial, data = car.all)
constraints(fit) # All except the first are the estimated A matrix

cops

Centre of the Parameter Space

Description

Returns a vector similar to coefs() comprising the centre of the parameter space (COPS) values,
given a fitted VGLM regression.

Usage

cops(object,

>

copsvglm(object, beta.range = c(-5, 6),

tol =

.Machine$double.eps”0.25,

dointercepts = TRUE, trace. = FALSE,
slowtrain = FALSE, ...)

Arguments

object

beta.range

tol

dointercepts

trace.

slowtrain

A vglm object. However, this function will not work for all such objects.

Numeric. Interval for the numerical search. After a little scaling, it is effectively
fed into interval in optimize. Convergence failure may occur if this argument
is too wide so it is a good idea to vary this argument. In fact, it is strongly
recommended that several values be fed into this argument to help ensure the
proper solution is obtained.

Numeric. Fed into tol in optimize.

Logical. Compute the COPS for the intercepts? This should be set to FALSE for
models such as propodds and cumulative.

Logical. Print a running log? This may or may not work properly.

Logical. If TRUE then all columns of a matrix is computed. If FALSE then only
one column of a matrix is computed, and this is the only column needed.

currently unused but may be used in the future for further arguments passed into
the other methods functions.
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Details

For many models, some COPS values will be Inf or -Inf so that manual checking is needed, for
example, poissonff. Each value returned may be effectively that of beta.range or NA. The an-
swers returned by this function only make sense if the COPSs are in the interior of the parameter
space. This function was written specifically for logistic regression but has much wider applicabil-
ity. Currently the result returned depends critically on beta.range so that the answer should be
checked after several values are fed into that argument.
Value

A named vector, similar to coefvlm. If trace. then a list is returned, having a componennt com-
prising a matrix of function evaluations used by optimize.

Note

This function is experimental and can be made to run more efficiently in the future.

Author(s)
Thomas W. Yee.

References

Yee, T. W. (2024). Musings and new results on the parameter space. Under review.

See Also
hdeff. coefvlm, coef.

Examples

## Not run: data(”xs.nz"”, package = "VGAMdata")
datal <- na.omit(xs.nz[, c("age", "cancer”, "sex")])
fit1l <- vglm(cancer ~ age + sex, binomialff, datal)
cops(fitl) # 'beta.range' is okay here

## End(Not run)

corbet Corbet’s Butterfly Data

Description
About 3300 individual butterflies were caught in Malaya by naturalist Corbet trapping butterflies.
They were classified to about 500 species.

Usage

data(corbet)
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Format

A data frame with 24 observations on the following 2 variables.

species Number of species.

ofreq Observed frequency of individual butterflies of that species.

Details

In the early 1940s Corbet spent two years trapping butterflies in Malaya. Of interest was the total
number of species. Some species were so rare (e.g., 118 species had only one specimen) that it was
thought likely that there were many unknown species.

Actually, 119 species had over 24 observed frequencies, so this could/should be appended to the
data set. Hence there are 620 species in total in a sample size of n = 9031 individuals.

References

Fisher, R. A., Corbet, A. S. and Williams, C. B. (1943). The Relation Between the Number of
Species and the Number of Individuals in a Random Sample of an Animal Population. Journal of
Animal Ecology, 12, 42-58.

Examples

summary (corbet)

cqo Fitting Constrained Quadratic Ordination (CQO)

Description

A constrained quadratic ordination (CQO; formerly called canonical Gaussian ordination or CGO)
model is fitted using the quadratic reduced-rank vector generalized linear model (QRR-VGLM)
framework.

Usage

cqo(formula, family = stop("argument 'family' needs to be assigned”),
data = list(), weights = NULL, subset = NULL,
na.action = na.fail, etastart = NULL, mustart = NULL,
coefstart = NULL, control = grrvglm.control(...), offset = NULL,
method = "cqgo.fit"”, model = FALSE, x.arg = TRUE, y.arg = TRUE,
contrasts = NULL, constraints = NULL, extra = NULL,
smart = TRUE, ...)



Arguments

formula

family

data

weights

subset

na.action

etastart

mustart

coefstart

control

offset
method

model

X.arg, y.arg

contrasts

constraints
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a symbolic description of the model to be fit. The RHS of the formula is ap-
plied to each linear predictor. Different variables in each linear predictor can be
chosen by specifying constraint matrices.

a function of class "vglmff"” (see vglmff-class) describing what statistical

model is to be fitted. This is called a “VGAM family function”. See CommonVGAMffArguments

for general information about many types of arguments found in this type of
function. Currently the following families are supported: poissonff, binomialff
(logitlink and clogloglink links available), negbinomial, gamma2. Some-

times special arguments are required for cqo(), e.g., binomialff(multiple.responses

= TRUE).

an optional data frame containing the variables in the model. By default the vari-
ables are taken from environment(formula), typically the environment from
which cqo is called.

an optional vector or matrix of (prior) weights to be used in the fitting process.
Currently, this argument should not be used.

an optional logical vector specifying a subset of observations to be used in the
fitting process.

a function which indicates what should happen when the data contain NAs. The
default is set by the na.action setting of options, and is na.fail if that is
unset. The “factory-fresh” default is na.omit.

starting values for the linear predictors. It is a M -column matrix. If M = 1 then
it may be a vector. Currently, this argument probably should not be used.

starting values for the fitted values. It can be a vector or a matrix. Some family
functions do not make use of this argument. Currently, this argument probably
should not be used.

starting values for the coefficient vector. Currently, this argument probably
should not be used.

a list of parameters for controlling the fitting process. See grrvglm.control
for details.

This argument must not be used.

the method to be used in fitting the model. The default (and presently only)
method cqo. fit uses iteratively reweighted least squares (IRLS).

a logical value indicating whether the model frame should be assigned in the
model slot.

logical values indicating whether the model matrix and response matrix used in
the fitting process should be assigned in the x and y slots. Note the model matrix
is the LM model matrix.

an optional list. See the contrasts.arg of model.matrix.default.

an optional list of constraint matrices. The components of the list must be named
with the term it corresponds to (and it must match in character format). Each
constraint matrix must have M rows, and be of full-column rank. By default,
constraint matrices are the M by M identity matrix unless arguments in the
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family function itself override these values. If constraints is used it must
contain all the terms; an incomplete list is not accepted. Constraint matrices for
x9 variables are taken as the identity matrix.

extra an optional list with any extra information that might be needed by the family
function.
smart logical value indicating whether smart prediction (smartpred) will be used.

further arguments passed into grrvglm.control.

Details

QRR-VGLMs or constrained quadratic ordination (CQO) models are estimated here by maximum
likelihood estimation. Optimal linear combinations of the environmental variables are computed,
called latent variables (these appear as latvar for R = 1 else latvar1, latvar2, etc. in the
output). Here, R is the rank or the number of ordination axes. Each species’ response is then a
regression of these latent variables using quadratic polynomials on a transformed scale (e.g., log for
Poisson counts, logit for presence/absence responses). The solution is obtained iteratively in order
to maximize the log-likelihood function, or equivalently, minimize the deviance.

The central formula (for Poisson and binomial species data) is given by

M
n= B{% + Av + Z (VTDmV)em

m=1

where x1 is a vector (usually just a 1 for an intercept), x2 is a vector of environmental variables,
v = CTzy is a R-vector of latent variables, e,, is a vector of Os but with a 1 in the mth position.
The n are a vector of linear/additive predictors, e.g., the mth element is 7,, = log(E[Y,,]) for
the mth species. The matrices By, A, C' and D,, are estimated from the data, i.e., contain the
regression coefficients. The tolerance matrices satisfy Ts = — %D;l. Many important CQO details
are directly related to arguments in grrvglm.control, e.g., the argument noRRR specifies which
variables comprise x1.

Theoretically, the four most popular VGAM family functions to be used with cqo correspond to the
Poisson, binomial, normal, and negative binomial distributions. The latter is a 2-parameter model.
All of these are implemented, as well as the 2-parameter gamma.

For initial values, the function .Init.Poisson.QO should work reasonably well if the data is Pois-
son with species having equal tolerances. It can be quite good on binary data too. Otherwise the
Cinit argument in gqrrvglm.control can be used.

It is possible to relax the quadratic form to an additive model. The result is a data-driven approach
rather than a model-driven approach, so that CQO is extended to constrained additive ordination
(CAO) when R = 1. See cao for more details.

In this documentation, M is the number of linear predictors, S is the number of responses (species).
Then M = S for Poisson and binomial species data, and M = 2.5 for negative binomial and gamma
distributed species data.

Incidentally, Unconstrained quadratic ordination (UQO) may be performed by, e.g., fitting a Good-
man’s RC association model; see uqo and the Yee and Hadi (2014) referenced there. For UQO, the
response is the usual site-by-species matrix and there are no environmental variables; the site scores
are free parameters. UQO can be performed under the assumption that all species have the same
tolerance matrices.
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Value

An object of class "grrvglm”.

Warning

Local solutions are not uncommon when fitting CQO models. To increase the chances of obtaining
the global solution, increase the value of the argument Bestof in qrrvglm.control. For repro-
ducibility of the results, it pays to set a different random number seed before calling cqo (the func-
tion set . seed does this). The function cqo chooses initial values for C using . Init.Poisson.Q0()
if Use.Init.Poisson.QO0 = TRUE, else random numbers.

Unless I.tolerances = TRUE or eq. tolerances = FALSE, CQO is computationally expensive with
memory and time. It pays to keep the rank down to 1 or 2. If eq. tolerances = TRUE and I. tolerances
= FALSE then the cost grows quickly with the number of species and sites (in terms of memory re-
quirements and time). The data needs to conform quite closely to the statistical model, and the
environmental range of the data should be wide in order for the quadratics to fit the data well (bell-
shaped response surfaces). If not, RR-VGLMs will be more appropriate because the response is
linear on the transformed scale (e.g., log or logit) and the ordination is called constrained linear
ordination or CLO.

Like many regression models, CQO is sensitive to outliers (in the environmental and species data),
sparse data, high leverage points, multicollinearity etc. For these reasons, it is necessary to examine
the data carefully for these features and take corrective action (e.g., omitting certain species, sites,
environmental variables from the analysis, transforming certain environmental variables, etc.). Any
optimum lying outside the convex hull of the site scores should not be trusted. Fitting a CAO is
recommended first, then upon transformations etc., possibly a CQO can be fitted.

For binary data, it is necessary to have ‘enough’ data. In general, the number of sites n ought to be
much larger than the number of species S, e.g., at least 100 sites for two species. Compared to count
(Poisson) data, numerical problems occur more frequently with presence/absence (binary) data. For
example, if Rank = 1 and if the response data for each species is a string of all absences, then all
presences, then all absences (when enumerated along the latent variable) then infinite parameter
estimates will occur. In general, setting I.tolerances = TRUE may help.

This function was formerly called cgo. It has been renamed to reinforce a new nomenclature de-
scribed in Yee (2006).

Note

The input requires care, preparation and thought—a lot more than other ordination methods. Here
is a partial checklist.

(1) The number of species should be kept reasonably low, e.g., 12 max. Feeding in 100+ species
wholesale is a recipe for failure. Choose a few species carefully. Using 10 well-chosen species
is better than 100+ species thrown in willy-nilly.

(2) Each species should be screened individually first, e.g., for presence/absence is the species to-
tally absent or totally present at all sites? For presence/absence data sort(colMeans(data))
can help avoid such species.

(3) The number of explanatory variables should be kept low, e.g., 7 max.
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(4) Each explanatory variable should be screened individually first, e.g., is it heavily skewed or are
there outliers? They should be plotted and then transformed where needed. They should not
be too highly correlated with each other.

(5) Each explanatory variable should be scaled, e.g., to mean 0 and unit variance. This is especially
needed for I.tolerance = TRUE.

(6) Keep the rank low. Only if the data is very good should a rank-2 model be attempted. Usually
a rank-1 model is all that is practically possible even after a lot of work. The rank-1 model
should always be attempted first. Then might be clever and try use this for initial values for a
rank-2 model.

(7) If the number of sites is large then choose a random sample of them. For example, choose a
maximum of 500 sites. This will reduce the memory and time expense of the computations.

(8) Try I.tolerance = TRUE or eq.tolerance = FALSE if the inputted data set is large, so as to
reduce the computational expense. That’s because the default, I.tolerance = FALSE and
eq. tolerance = TRUE, is very memory hungry.

By default, a rank-1 equal-tolerances QRR-VGLM model is fitted (see qrrvglm.control for the
default control parameters). If Rank > 1 then the latent variables are always transformed so that
they are uncorrelated. By default, the argument trace is TRUE meaning a running log is printed
out while the computations are taking place. This is because the algorithm is computationally
expensive, therefore users might think that their computers have frozen if trace = FALSE!

The argument Bestof in qrrvglm.control controls the number of models fitted (each uses differ-
ent starting values) to the data. This argument is important because convergence may be to a local
solution rather than the global solution. Using more starting values increases the chances of finding
the global solution. Always plot an ordination diagram (use the generic function 1lvplot) and see
if it looks sensible. Local solutions arise because the optimization problem is highly nonlinear, and
this is particularly true for CAO.

Many of the arguments applicable to cqo are common to vglm and rrvglm.control. The most
important arguments are Rank, noRRR, Bestof, I.tolerances, eq.tolerances, isd.latvar, and
MUXfactor.

When fitting a 2-parameter model such as the negative binomial or gamma, it pays to have eq. tolerances
=TRUE and I.tolerances = FALSE. This is because numerical problems can occur when fitting the
model far away from the global solution when I.tolerances = TRUE. Setting the two arguments as
described will slow down the computation considerably, however it is numerically more stable.

In Example 1 below, an unequal-tolerances rank-1 QRR-VGLM is fitted to the hunting spiders
dataset, and Example 2 is the equal-tolerances version. The latter is less likely to have convergence
problems compared to the unequal-tolerances model. In Example 3 below, an equal-tolerances
rank-2 QRR-VGLM is fitted to the hunting spiders dataset. The numerical difficulties encountered
in fitting the rank-2 model suggests a rank-1 model is probably preferable. In Example 4 below,
constrained binary quadratic ordination (in old nomenclature, constrained Gaussian logit ordina-
tion) is fitted to some simulated data coming from a species packing model. With multivariate
binary responses, one must use multiple.responses = TRUE to indicate that the response (matrix)
is multivariate. Otherwise, it is interpreted as a single binary response variable. In Example 5 be-
low, the deviance residuals are plotted for each species. This is useful as a diagnostic plot. This is
done by (re)regressing each species separately against the latent variable.

Sometime in the future, this function might handle input of the form cqo(x, y), where x and y are
matrices containing the environmental and species data respectively.
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Author(s)
Thomas W. Yee. Thanks to Alvin Sou for converting a lot of the original FORTRAN code into C.

References

Yee, T. W. (2004). A new technique for maximum-likelihood canonical Gaussian ordination. Eco-
logical Monographs, 74, 685-701.

ter Braak, C. J. F. and Prentice, 1. C. (1988). A theory of gradient analysis. Advances in Ecological
Research, 18, 271-317.

Yee, T. W. (2006). Constrained additive ordination. Ecology, 87, 203-213.

See Also

grrvglm.control, Coef.qgrrvglm, predictqrrvglm, calibrate.qgrrvglm, model.matrixqrrvglm,
veovqgrrvglm, rcqo, cao, uqo, rrvglm, poissonff, binomialff, negbinomial, gamma2, lvplot.qrrvglm,
perspqrrvglm, trplot.qrrvglm, vglm, set.seed, hspider, trapO.

Examples

## Not run:
# Example 1; Fit an unequal tolerances model to the hunting spiders data
hspider[,1:6] <- scale(hspider[,1:6]) # Standardized environmental variables
set.seed(1234) # For reproducibility of the results
plut <- cqo(cbind(Alopacce, Alopcune, Alopfabr, Arctlute, Arctperi,
Auloalbi, Pardlugu, Pardmont, Pardnigr, Pardpull,
Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + ReflLux,
fam = poissonff, data = hspider, Crowlpositive = FALSE,
eq.tol = FALSE)
sort(deviance(plut, history = TRUE)) # A history of all the iterations
if (deviance(plut) > 1177) warning("”suboptimal fit obtained")

S <- ncol(depvar(plut)) # Number of species
clr <= (1:(S+1))[-7] # Omits yellow
lvplot(plut, y = TRUE, lcol = clr, pch = 1:S, pcol = clr,
las = 1) # Ordination diagram
legend("topright”, leg = colnames(depvar(plut)), col = clr,
pch = 1:S, merge = TRUE, bty = "n", 1ty = 1:S, 1lwd = 2)
(cp <- Coef(plut))

(a <- latvar(cp)[cp@latvar.order]) # Ordered site scores along the gradient
# Names of the ordered sites along the gradient:

rownames (latvar(cp))[cp@latvar.order]

(aa <- Opt(cp)[, cp@ptimum.order]) # Ordered optimums along the gradient
aa <- aall!is.na(aa)] # Delete the species that is not unimodal

names(aa) # Names of the ordered optimums along the gradient

trplot(plut, which.species = 1:3, log = "xy"”, type = "b", 1ty =1, lwd = 2,
col = c("blue”,"red"”,"green"), label = TRUE) -> ii # Trajectory plot

legend(0.00005, 0.3, paste(ii$species[, 1], ii$species[, 2], sep = " and "),
lwd = 2, 1ty = 1, col = c("blue”, "red"”, "green"))
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abline(a = 0, b = 1, 1ty = "dashed")

S <- ncol(depvar(plut)) # Number of species
clr <= (1:(S+1))[-7] # Omits yellow
persp(plut, col = clr, label = TRUE, las = 1) # Perspective plot

# Example 2; Fit an equal tolerances model. Less numerically fraught.
set.seed(1234)
plet <- cqo(cbind(Alopacce, Alopcune, Alopfabr, Arctlute, Arctperi,
Auloalbi, Pardlugu, Pardmont, Pardnigr, Pardpull,
Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + RefllLux,
poissonff, data = hspider, Crowlpositive = FALSE)
sort(deviance(plet, history = TRUE)) # A history of all the iterations
if (deviance(plet) > 1586) warning("”suboptimal fit obtained")
S <- ncol(depvar(plet)) # Number of species
clr <= (1:(S+1))[-7] # Omits yellow
persp(plet, col = clr, label = TRUE, las = 1)

# Example 3: A rank-2 equal tolerances CQO model with Poisson data
# This example is numerically fraught... need I.toler = TRUE too.
set.seed(555)
p2 <- cqo(cbind(Alopacce, Alopcune, Alopfabr, Arctlute, Arctperi,
Auloalbi, Pardlugu, Pardmont, Pardnigr, Pardpull,
Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + RefllLux,
poissonff, data = hspider, Crowlpositive = FALSE,
I.toler = TRUE, Rank = 2, Bestof = 3, isd.latvar = c(2.1, 0.9))
sort(deviance(p2, history = TRUE)) # A history of all the iterations
if (deviance(p2) > 1127) warning("suboptimal fit obtained")
lvplot(p2, ellips = FALSE, label = TRUE, xlim = c(-3,4),
C = TRUE, Ccol = "brown", sites = TRUE, scol = "grey"”,
pcol = "blue”, pch = "+", chull = TRUE, ccol = "grey")

# Example 4: species packing model with presence/absence data
set.seed(2345)
n <- 200; p<-5; S<-5
mydata <- rcqo(n, p, S, fam = "binomial”, hi.abundance = 4,
eqg.tol = TRUE, es.opt = TRUE, eq.max = TRUE)
myform <- attr(mydata, "formula")
set.seed(1234)
blet <- cqo(myform, binomialff(multiple.responses = TRUE, link = "clogloglink"),
data = mydata)
sort(deviance(blet, history = TRUE)) # A history of all the iterations
lvplot(blet, y = TRUE, lcol = 1:S, pch = 1:S, pcol = 1:S, las = 1)
Coef(blet)

# Compare the fitted model with the 'truth'
cbind(truth = attr(mydata, "concoefficients"”), fitted = concoef(blet))
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# Example 5: Plot the deviance residuals for diagnostic purposes
set.seed(1234)
plet <- cqo(cbind(Alopacce, Alopcune, Alopfabr, Arctlute, Arctperi,
Auloalbi, Pardlugu, Pardmont, Pardnigr, Pardpull,
Trocterr, Zoraspin) ~
WaterCon + BareSand + FallTwig + CoveMoss + CoveHerb + RefllLux,
poissonff, data = hspider, eq.tol = TRUE, trace = FALSE)
sort(deviance(plet, history = TRUE)) # A history of all the iterations
if (deviance(plet) > 1586) warning("”suboptimal fit obtained")
S <- ncol(depvar(plet))
par(mfrow = c(3, 4))
for (ii in 1:S) {
tempdata <- data.frame(latvarl = c(latvar(plet)),
sppCounts = depvar(plet)[, iil)
tempdata <- transform(tempdata, myOffset = -0.5 x latvari*2)

# For species ii, refit the model to get the deviance residuals
fitl <- vglm(sppCounts ~ offset(myOffset) + latvarl, poissonff,
data = tempdata, trace = FALSE)

# For checking: this should be @
print("max(abs(c(Coef(plet)@B1[1,ii],Coef(plet)@A[ii,1])-coef(fit1)))")
# print( max(abs(c(Coef(plet)@B1[1,ii],Coef(plet)@A[ii,1])-coef(fit1))) )

ES

# Plot the deviance residuals
devresid <- resid(fit1, type = "deviance")
predvalues <- predict(fitl) + fitl@offset
000 <- with(tempdata, order(latvarl))

plot(predvalues + devresid ~ latvarl, data = tempdata, col = "red”,
xlab = "latvar1”, ylab = "", main = colnames(depvar(plet))[iil)
with(tempdata, lines(latvari1[ooo], predvalues[ooo], col = "blue"))

3

## End(Not run)

crashes Crashes on New Zealand Roads in 2009

Description

A variety of reported crash data cross-classified by time (hour of the day) and day of the week,
accumulated over 2009. These include fatalities and injuries (by car), trucks, motor cycles, bicycles
and pedestrians. There are some alcohol-related data too.

Usage

data(crashi)
data(crashf)
data(crashtr)
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data(crashmc)
data(crashbc)
data(crashp)
data(alcoff)
data(alclevels)

Format

Data frames with hourly times as rows and days of the week as columns. The alclevels dataset
has hourly times and alcohol levels.

Mon, Tue, Wed, Thu, Fri, Sat, Sun Day of the week.

0-30, 31-50, 51-80, 81-100, 101-120, 121-150, 151-200, 201-250, 251-300, 301-350, 350+ Blood al-
cohol level (milligrams alcohol per 100 millilitres of blood).

Details

Each cell is the aggregate number of crashes reported at each hour-day combination, over the 2009
calendar year. The rownames of each data frame is the start time (hourly from midnight onwards)
on a 24 hour clock, e.g., 21 means 9.00pm to 9.59pm.

For crashes, chrashi are the number of injuries by car, crashf are the number of fatalities by car
(not included in chrashi), crashtr are the number of crashes involving trucks, crashmc are the
number of crashes involving motorcyclists, crashbc are the number of crashes involving bicycles,
and crashp are the number of crashes involving pedestrians. For alcohol-related offences, alcoff
are the number of alcohol offenders from breath screening drivers, and alclevels are the blood
alcohol levels of fatally injured drivers.

Source

http://www. transport.govt.nz/research/Pages/Motor-Vehicle-Crashes-in-New-Zealand-2009. aspx.
Thanks to Warwick Goold and Alfian F. Hadi for assistance.

References

Motor Vehicles Crashes in New Zealand 2009; Statistical Statement Calendar Year 2009. Ministry
of Transport, NZ Government; Yearly Report 2010. ISSN: 1176-3949

See Also

rrvglm, rcim, grc.

Examples

## Not run: plot(unlist(alcoff), type = "1", frame.plot = TRUE,
axes = FALSE, col = "blue”, bty = "o0",
main "Alcoholic offenders on NZ roads, aggregated over 2009",
sub "Vertical lines at midnight (purple) and noon (orange)"”,
xlab = "Day/hour”, ylab = "Number of offenders"”)

axis(1, at =1 + (0:6) * 24 + 12, labels = colnames(alcoff))

axis(2, las = 1)
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axis(3:4, labels = FALSE, tick = FALSE)
abline(v = sort(1 + c((@:7) * 24, (0:6) * 24 + 12)), 1ty = "dashed”,
col = c("purple”, "orange"))
## End(Not run)
# Goodmans RC models
## Not run:
fitgrcl <- grc(alcoff) # Rank-1 model
fitgrc2 <- grc(alcoff, Rank = 2, Corner = FALSE, Uncor = TRUE)
Coef(fitgrc2)
## End(Not run)
## Not run: biplot(fitgrc2, scaleA = 2.3, Ccol = "blue”, Acol = "orange”,
Clabels = as.character(1:23), xlim = c(-1.3, 2.3),
ylim = c¢(-1.2, 1))
## End(Not run)
cratio Ordinal Regression with Continuation Ratios
Description

Fits a contin

uation ratio logit/probit/cloglog/cauchit/... regression model to an ordered (preferably)

factor response.

Usage

cratio(lin
zero =
Tref =

Arguments

link

parallel

reverse

ynames

zZero

k = "logitlink", parallel = FALSE, reverse = FALSE,
NULL, ynames = FALSE, Thresh = NULL, Trev = reverse,
if (Trev) "M" else 1, whitespace = FALSE)

Link function applied to the M continuation ratio probabilities. See Links for
more choices.

A logical, or formula specifying which terms have equal/unequal coefficients.
Logical. By default, the continuation ratios used are n; = logit(P[Y > j|Y >
j]) forj =1,..., M. If reverse is TRUE, then n; = logit(P[Y < j+ 1|Y <
J + 1]) will be used.

See multinomial for information.

An integer-valued vector specifying which linear/additive predictors are mod-

elled as intercepts only. The values must be from the set {1,2,...,M}. The de-

fault value means none are modelled as intercept-only terms. See CommonVGAMffArguments
for more information.

Thresh, Trev, Tref

whitespace

See cumulative for information. These arguments apply to ordinal categorical
regression models.

See CommonVGAMffArguments for information.
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Details

In this help file the response Y is assumed to be a factor with ordered values 1,2,..., M + 1, so
that M is the number of linear/additive predictors 7);.

There are a number of definitions for the continuation ratio in the literature. To make life easier, in
the VGAM package, we use continuation ratios and stopping ratios (see sratio). Stopping ratios
deal with quantities such as logitlink (PLY=j|Y>=j]).

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Warning

No check is made to verify that the response is ordinal if the response is a matrix; see ordered.

Boersch-Supan (2021) looks at sparse data and the numerical problems that result; see sratio.

Note
The response should be either a matrix of counts (with row sums that are all positive), or a factor.
In both cases, the y slot returned by vglm/vgam/rrvglm is the matrix of counts.

For a nominal (unordered) factor response, the multinomial logit model (multinomial) is more
appropriate.

Here is an example of the usage of the parallel argument. If there are covariates x1, x2 and
x3, then parallel = TRUE ~ x1 + x2 -1 and parallel = FALSE ~ x3 are equivalent. This would
constrain the regression coefficients for x1 and x2 to be equal; those of the intercepts and x3 would
be different.

Author(s)
Thomas W. Yee

References

See sratio.

See Also

sratio, acat, cumulative, multinomial, CM.equid, CommonVGAMffArguments, margeff, pneumo,
budworm, logitlink, probitlink, clogloglink, cauchitlink.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))

(fit <- vglm(cbind(normal, mild, severe) ~ let,
cratio(parallel = TRUE), data = pneumo))

coef(fit, matrix = TRUE)

constraints(fit)

predict(fit)
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predict(fit, untransform = TRUE)
margeff(fit)

cumulative Ordinal Regression with Cumulative Probabilities

Description

Fits a cumulative link regression model to a (preferably ordered) factor response.

Usage

cumulative(link = "logitlink"”, parallel FALSE,
reverse = FALSE, multiple.responses = FALSE,
ynames = FALSE, Thresh = NULL, Trev = reverse,
Tref = if (Trev) "M" else 1, whitespace = FALSE)

Arguments

link Link function applied to the J cumulative probabilities. See Links for more
choices, e.g., for the cumulative probitlink/clogloglink/... models.

parallel A logical or formula specifying which terms have equal/unequal coefficients.
See below for more information about the parallelism assumption. The default
results in what some people call the generalized ordered logit model to be fitted.
If parallel = TRUE then it does not apply to the intercept.

The partial proportional odds model can be fitted by assigning this argument
something like parallel = TRUE ~ -1 + x3 + x5 so that there is one regression
coefficient for x3 and x5. Equivalently, setting parallel = FALSE ~ 1 + x2 + x4
means M regression coefficients for the intercept and x2 and x4. It is impor-
tant that the intercept is never parallel. See CommonVGAMf fArguments for more
information.

reverse Logical. By default, the cumulative probabilities used are P(Y < 1), P(Y
2), ..., P(Y < J). If reverse is TRUE then P(Y > 2), P(Y > 3), ..
P(Y > J +1) are used.

ynames See multinomial for information.

multiple.responses
Logical. Multiple responses? If TRUE then the input should be a matrix with
values 1,2,...,L, where L = J + 1 is the number of levels. Each column
of the matrix is a response, i.e., multiple responses. A suitable matrix can be
obtained from Cut.

Thresh Character. The choices concern constraint matrices applied to the intercepts.
They can be constrained to be equally-spaced (equidistant) etc. See CommonVGAMffArguments
and constraints for general information. Basically, the choice is pasted to the
end of "CM. " and that function is called. This means users can easily write their
own CM. -type function.
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If equally-spaced then the direction and the reference level are controlled by
Trev and Tref, and the constraint matrix will be M by 2, with the second col-
umn corresponding to the distance between the thresholds.

If "symm1” then the fitted intercepts are symmetric about the median (M odd)
intercept. If M is even then the median is the mean of the two most inner
and adjacent intercepts. For this, CM.symm1 is used to construct the appropriate
constraint matrix.

If "symm@" then the median intercept is 0 by definition and the symmetry oc-
curs about the origin. Thus the intercepts comprise pairs that differ by sign
only. The appropriate constraint matrix is as with "symm1” but with the first
column deleted. The choices "symm1"” and "symm@" are effectively equivalent to
"symmetric” and "symmetric2” respectively in ordinal.

For "gnorm” then CM.gnorm uses the gnorm((1:M)/(M+1)) quantiles of the
standard normal.

Trev, Tref Support arguments for Thresh for equally-spaced intercepts. The logical argu-
ment Trev is applied first to give the direction (i.e., ascending or descending)
before row Tref (ultimately numeric) of the first (intercept) constraint matrix is
set to the reference level. See constraints for information.

whitespace See CommonVGAMffArguments for information.
Details
In this help file the response Y is assumed to be a factor with ordered values 1,2, ..., J 4 1. Hence

M is the number of linear/additive predictors 7);; for cumulative() one has M = J.

This VGAM family function fits the class of cumulative link models to (hopefully) an ordinal re-
sponse. By default, the non-parallel cumulative logit model is fitted, i.e.,

n; = logit(P[Y < j])

where j = 1,2,..., M and the 7; are not constrained to be parallel. This is also known as
the non-proportional odds model. If the logit link is replaced by a complementary log-log link
(clogloglink) then this is known as the proportional-hazards model.

In almost all the literature, the constraint matrices associated with this family of models are known.
For example, setting parallel = TRUE will make all constraint matrices (except for the intercept)
equal to a vector of M 1’s. If the constraint matrices are equal, unknown and to be estimated, then
this can be achieved by fitting the model as a reduced-rank vector generalized linear model (RR-
VGLM,; see rrvglm). Currently, reduced-rank vector generalized additive models (RR-VGAMs)
have not been implemented here.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Warning

No check is made to verify that the response is ordinal if the response is a matrix; see ordered.

Boersch-Supan (2021) looks at sparse data and the numerical problems that result; see sratio.
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Note

The response should be either a matrix of counts (with row sums that are all positive), or a fac-
tor. In both cases, the y slot returned by vglm/vgam/rrvglm is the matrix of counts. The formula
must contain an intercept term. Other VGAM family functions for an ordinal response include
acat, cratio, sratio. For a nominal (unordered) factor response, the multinomial logit model
(multinomial) is more appropriate.

With the logit link, setting parallel = TRUE will fit a proportional odds model. Note that the
TRUE here does not apply to the intercept term. In practice, the validity of the proportional odds
assumption needs to be checked, e.g., by a likelihood ratio test (LRT). If acceptable on the data,
then numerical problems are less likely to occur during the fitting, and there are less parameters.
Numerical problems occur when the linear/additive predictors cross, which results in probabilities
outside of (0, 1); setting parallel = TRUE will help avoid this problem.

Here is an example of the usage of the parallel argument. If there are covariates x2, x3 and
x4, then parallel = TRUE ~ x2 + x3 -1 and parallel = FALSE ~ x4 are equivalent. This would
constrain the regression coefficients for x2 and x3 to be equal; those of the intercepts and x4 would
be different.

If the data is inputted in long format (not wide format, as in pneumo below) and the self-starting
initial values are not good enough then try using mustart, coefstart and/or etatstart. See the
example below.

To fit the proportional odds model one can use the VGAM family function propodds. Note that
propodds(reverse) is equivalent to cumulative(parallel = TRUE, reverse = reverse) (which
is equivalent to cumulative(parallel = TRUE, reverse = reverse, link = "logitlink")). Itis
for convenience only. A call to cumulative() is preferred since it reminds the user that a paral-
lelism assumption is made, as well as being a lot more flexible.

Category specific effects may be modelled using the xij-facility; see vglm.control and fill1.

With most Threshold choices, the first few fitted regression coefficients need care in their interpre-
tation. For example, some values could be the distance away from the median intercept. Typing
something like constraints(fit)[[1]] gives the constraint matrix of the intercept term.

Author(s)
Thomas W. Yee

References

Agresti, A. (2013). Categorical Data Analysis, 3rd ed. Hoboken, NJ, USA: Wiley.
Agresti, A. (2010). Analysis of Ordinal Categorical Data, 2nd ed. Hoboken, NJ, USA: Wiley.

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models, 2nd ed. London: Chapman &
Hall.

Tutz, G. (2012). Regression for Categorical Data, Cambridge: Cambridge University Press.

Tutz, G. and Berger, M. (2022). Sparser ordinal regression models based on parametric and additive
location-shift approaches. International Statistical Review, 90, 306-327. doi:10.1111/insr.12484.

Yee, T. W. (2010). The VGAM package for categorical data analysis. Journal of Statistical Soft-
ware, 32, 1-34. doi:10.18637/jss.v032.110.
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Yee, T. W. and Wild, C. J. (1996). Vector generalized additive models. Journal of the Royal
Statistical Society, Series B, Methodological, 58, 481-493.

See Also

propodds, constraints, CM.ones, CM.equid, R21atvar, ordsup, prplot, margeff, acat, cratio,
sratio,multinomial, CommonVGAMffArguments, pneumo, budworm, Links, hdeff.vglm, logitlink,
probitlink, clogloglink, cauchitlink, logisticl.

Examples

# Proportional odds model (p.179) of McCullagh and Nelder (1989)
pneumo <- transform(pneumo, let = log(exposure.time))
(fit <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = TRUE, reverse = TRUE), pneumo))
depvar(fit) # Sample proportions (good technique)
fitey # Sample proportions (bad technique)
weights(fit, type = "prior") # Number of observations
coef(fit, matrix = TRUE)
constraints(fit) # Constraint matrices
apply(fitted(fit), 1, which.max) # Classification
apply(predict(fit, newdata = pneumo, type = "response”),
1, which.max) # Classification
R2latvar(fit)

# Check that the model is linear in let ----------------——-—---
fit2 <- vgam(cbind(normal, mild, severe) ~ s(let, df = 2),
cumulative(reverse = TRUE), data = pneumo)
## Not run:
plot(fit2, se = TRUE, overlay = TRUE, lcol = 1:2, scol = 1:2)
## End(Not run)

# Check the proportional odds assumption with a LRT ----------
(fit3 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = FALSE, reverse = TRUE), pneumo))
pchisq(2 * (logLik(fit3) - logLik(fit)), df =
length(coef (fit3)) - length(coef(fit)), lower.tail = FALSE)
lrtest(fit3, fit) # More elegant

# A factor() version of fit ---------——-------—----— -
# This is in long format (cf. wide format above)

Nobs <- round(depvar(fit) * c(weights(fit, type = "prior")))
sumNobs <- colSums(Nobs) # apply(Nobs, 2, sum)

pneumo.long <-
data.frame(symptoms = ordered(rep(rep(colnames(Nobs), nrow(Nobs)),
times = c(t(Nobs))),
levels = colnames(Nobs)),
let = rep(rep(with(pneumo, let), each = ncol(Nobs)),
times = c(t(Nobs))))
with(pneumo.long, table(let, symptoms)) # Should be same as pneumo
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(fit.longl <- vglm(symptoms ~ let, data = pneumo.long, trace = TRUE,
cumulative(parallel = TRUE, reverse = TRUE)))
coef(fit.longl, matrix = TRUE) # cf. coef(fit, matrix = TRUE)
# Could try using mustart if fit.longl failed to converge.
mymustart <- matrix(sumNobs / sum(sumNobs),
nrow(pneumo.long), ncol(Nobs), byrow = TRUE)
fit.long2 <- vglm(symptoms ~ let, mustart = mymustart,
cumulative(parallel = TRUE, reverse = TRUE),
data = pneumo.long, trace = TRUE)
coef(fit.long2, matrix = TRUE) # cf. coef(fit, matrix = TRUE)

Dagum The Dagum Distribution

Description

Density, distribution function, quantile function and random generation for the Dagum distribution
with shape parameters a and p, and scale parameter scale.

Usage

ddagum(x, scale = 1, shapel.a, shape2.p, log = FALSE)

pdagum(q, scale = 1, shapel.a, shape2.p, lower.tail = TRUE,
log.p = FALSE)

gdagum(p, scale = 1, shapel.a, shape2.p, lower.tail = TRUE,
log.p = FALSE)

rdagum(n, scale = 1, shapel.a, shape2.p)

Arguments
X, q vector of quantiles.
p vector of probabilities.
n number of observations. If 1length(n) > 1, the length is taken to be the number

required.

shapel.a, shape2.p
shape parameters.

scale scale parameter.

log Logical. If 1og = TRUE then the logarithm of the density is returned.

lower.tail, log.p
Same meaning as in pnorm or gnorm.

Details

See dagum, which is the VGAM family function for estimating the parameters by maximum likeli-
hood estimation.
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Value

ddagum gives the density, pdagum gives the distribution function, qdagum gives the quantile function,
and rdagum generates random deviates.

Note

The Dagum distribution is a special case of the 4-parameter generalized beta II distribution.

Author(s)
T. W. Yee and Kai Huang

References

Kleiber, C. and Kotz, S. (2003). Statistical Size Distributions in Economics and Actuarial Sciences,
Hoboken, NJ, USA: Wiley-Interscience.

See Also

dagum, genbetall.

Examples

probs <- seq(@.1, 0.9, by = 0.1)

shapel.a <- 1; shape2.p <- 2

# Should be 0:

max (abs(pdagum(qdagum(probs, shapel.a = shapel.a, shape2.p =
shape2.p), shapel.a = shapel.a, shape2.p = shape2.p) - probs))

## Not run: par(mfrow = c(1, 2))
x <- seq(-0.01, 5, len = 401)
plot(x, dexp(x), type = "1", col = "black"”,

ylab = "", las = 1, ylim = c(0, 1),

main = "Black is std exponential, others are ddagum(x, ...)")
lines(x, ddagum(x, shapel.a = shapel.a, shape2.p = 1), col "orange")
lines(x, ddagum(x, shapel.a = shapel.a, shape2.p = 2), col = "blue")

lines(x, ddagum(x, shapel.a = shapel.a, shape2.p = 5), col = "green")
legend("topright”, col = c("orange”,"blue"”,"green"),

1ty = rep(1, len = 3), legend = paste(”shapel.a =", shapel.a,

", shape2.p =", c(1, 2, 5)))
plot(x, pexp(x), type = "1", col = "black”, ylab = "", las = 1,

main = "Black is std exponential, others are pdagum(x, ...)")

lines(x, pdagum(x, shapel.a = shapel.a, shape2.p = 1), col = "orange")
lines(x, pdagum(x, shapel.a = shapel.a, shape2.p = 2), col = "blue”)
lines(x, pdagum(x, shapel.a = shapel.a, shape2.p = 5), col = "green")
legend("bottomright”, col = c("orange", "blue", "green"),

1ty = rep(1, len = 3), legend = paste(”shapel.a =", shapel.a,

", shape2.p =", c(1, 2, 5)))

## End(Not run)



dagum 229

dagum Dagum Distribution Family Function

Description

Maximum likelihood estimation of the 3-parameter Dagum distribution.

Usage

dagum(lscale = "loglink"”, lshapel.a = "loglink"”, lshape2.p =
"loglink”, iscale = NULL, ishapel.a = NULL, ishape2.p =
NULL, imethod = 1, 1ss = TRUE, gscale = exp(-5:5), gshapel.a
= seq(0.75, 4, by = 0.25), gshape2.p = exp(-5:5), probs.y =
c(0.25, 0.5, 0.75), zero = "shape")

Arguments

1ss See CommonVGAMffArguments for important information.
lshapel.a, lscale, lshape2.p
Parameter link functions applied to the (positive) parameters a, scale, and p.

See Links for more choices.
iscale, ishapel.a, ishape2.p, imethod, zero

See CommonVGAMffArguments for information. For imethod = 2 a good initial

value for ishape2.p is needed to obtain a good estimate for the other parameter.
gscale, gshapel.a, gshape2.p

See CommonVGAMffArguments for information.

probs.y See CommonVGAMffArguments for information.

Details

The 3-parameter Dagum distribution is the 4-parameter generalized beta II distribution with shape
parameter ¢ = 1. It is known under various other names, such as the Burr III, inverse Burr, beta-
K, and 3-parameter kappa distribution. It can be considered a generalized log-logistic distribution.
Some distributions which are special cases of the 3-parameter Dagum are the inverse Lomax (a =
1), Fisk (p = 1), and the inverse paralogistic (¢ = p). More details can be found in Kleiber and
Kotz (2003).

The Dagum distribution has a cumulative distribution function
Fly) =1+ (y/b)~]""
which leads to a probability density function
Fly) = apy™ =1/ {1 + (y/0)"}7*]

fora > 0,b > 0,p > 0,y > 0. Here, b is the scale parameter scale, and the others are shape
parameters. The mean is

E(Y)=bI(p+1/a)T(1—1/a)/T(p)

provided —ap < 1 < a; these are returned as the fitted values. This family function handles
multiple responses.



230 dARI

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

See the notes in genbetall.

From Kleiber and Kotz (2003), the MLE is rather sensitive to isolated observations located suf-
ficiently far from the majority of the data. Reliable estimation of the scale parameter require
n > 7000, while estimates for a and p can be considered unbiased for n > 2000 or 3000.

Author(s)
T. W. Yee

References

Kleiber, C. and Kotz, S. (2003). Statistical Size Distributions in Economics and Actuarial Sciences,
Hoboken, NJ, USA: Wiley-Interscience.

See Also

Dagum, genbetall, betall, sinmad, fisk, inv.lomax, lomax, paralogistic, inv.paralogistic,
simulate.vlm.

Examples

## Not run:
ddata <- data.frame(y = rdagum(n = 3000, scale = exp(2),
shapel = exp(1), shape2 = exp(1)))
fit <- vglm(y ~ 1, dagum(lss = FALSE), data = ddata, trace = TRUE)
fit <- vglm(y ~ 1, dagum(lss = FALSE, ishapel.a = exp(1)),
data = ddata, trace = TRUE)
coef(fit, matrix = TRUE)
Coef (fit)
summary (fit)

## End(Not run)

dAR1 The AR-1 Autoregressive Process

Description

Density for the AR-1 model.
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Usage

dAR1(x, drift = @, var.error = 1, ARcoefl = 0.0,
type.likelihood = c("exact”, "conditional”), log = FALSE)

Arguments
X, vector of quantiles.
drift the scaled mean (also known as the drift parameter), ©*. Note that the mean is
1" /(1 — p). The default corresponds to observations that have mean 0.
log Logical. If TRUE then the logarithm of the density is returned.

type.likelihood, var.error, ARcoef1
See AR1. The argument ARcoef1 is p. The argument var.error is the variance
of the i.i.d. random noise, i.e., o2. If type.likelihood = "conditional” then
the first element or row of the result is currently assigned NA—this is because
the density of the first observation is effectively ignored.

Details

Most of the background to this function is given in AR1. All the arguments are converted into
matrices, and then all their dimensions are obtained. They are then coerced into the same size: the
number of rows is the maximum of all the single rows, and ditto for the number of columns.

Value

dAR1 gives the density.

Author(s)
T. W. Yee and Victor Miranda

See Also
AR1.

Examples

nn <- 100; set.seed(1)
tdata <- data.frame(index = 1:nn,
TS1 = arima.sim(nn, model = list(ar = -0.50),
sd = exp(1)))
fitl <- vglm(TS1 ~ 1, AR1, data = tdata, trace = TRUE)
rhobitlink(-0.5)
coef(fitl, matrix = TRUE)
(Cfit1 <- Coef(fit1))
summary(fit1) # SEs are useful to know
loglLik(fit1)
sum(dAR1 (depvar(fit1), drift = Cfit1[1], var.error = (Cfit1[2])"2,
ARcoef1 = Cfit1[3], log = TRUE))

fit2 <- vglm(TS1 ~ 1, AR1(type.likelihood = "cond"), data = tdata, trace = TRUE)
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(Cfit2 <- Coef(fit2)) # Okay for intercept-only models

loglLik(fit2)

head(keep <- dAR1(depvar(fit2), drift = Cfit2[1], var.error = (Cfit2[2])"2,
ARcoef1 = Cfit2[3], type.likelihood = "cond”, log = TRUE))

sum(keep[-1])

deermice Captures of Peromyscus maniculatus (Also Known as Deer Mice).

Description

Captures of Peromyscus maniculatus collected at East Stuart Gulch, Colorado, USA.

Usage

data(deermice)

Format

The format is a data frame.

Details

Peromyscus maniculatus is a rodent native to North America. The deer mouse is small in size, only
about 8 to 10 cm long, not counting the length of the tail.

Originally, the columns of this data frame represent the sex (m or f), the ages (y: young, sa: semi-
adult, a: adult), the weights in grams, and the capture histories of 38 individuals over 6 trapping
occasions (1: captured, 0: not captured).

The data set was collected by V. Reid and distributed with the CAPTURE program of Otis et al.
(1978).

deermice has 38 deermice whereas Perom had 36 deermice (Perom has been withdrawn.) In
deermice the two semi-adults have been classified as adults. The sex variable has 1 for female,
and 0 for male.

References

Huggins, R. M. (1991). Some practical aspects of a conditional likelihood approach to capture
experiments. Biometrics, 47, 725-732.

Otis, D. L. et al. (1978). Statistical inference from capture data on closed animal populations,
Wildlife Monographs, 62, 3—135.

See Also

posbernoulli.b, posbernoulli.t, filll.
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Examples

head(deermice)

## Not run:

fitl <- vglm(cbind(y1, y2, y3, y4, y5, y6) ~ sex + age,
posbernoulli.t(parallel.t = TRUE), deermice, trace = TRUE)

coef(fit1)

coef (fit1, matrix = TRUE)

## End(Not run)

deplot.lmscreg Density Plot for LMS Quantile Regression

Description

Plots a probability density function associated with a LMS quantile regression.

Usage
deplot.lmscreg(object, newdata = NULL, x@, y.arg, show.plot =
TRUE, ...)
Arguments
object A VGAM quantile regression model, i.e., an object produced by modelling func-
tions such as vglm and vgam with a family function beginning with "1ms.", e.g.,
Ims.yjn.
newdata Optional data frame containing secondary variables such as sex. It should have
a maximum of one row. The default is to use the original data.
X0 Numeric. The value of the primary variable at which to make the ‘slice’.
y.arg Numerical vector. The values of the response variable at which to evaluate the
density. This should be a grid that is fine enough to ensure the plotted curves are
smooth.
show.plot Logical. Plot it? If FALSE no plot will be done.
Graphical parameter that are passed into plotdeplot.lmscreg.
Details

This function calls, e.g., deplot.1ms.yjn in order to compute the density function.
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Value

The original object but with a list placed in the slot post, called @post$deplot. The list has

components
newdata The argument newdata above, or a one-row data frame constructed out of the
X0 argument.
y The argument y . arg above.
density Vector of the density function values evaluated at y.arg.
Note

plotdeplot.1lmscreg actually does the plotting.

Author(s)

Thomas W. Yee

References

Yee, T. W. (2004). Quantile regression via vector generalized additive models. Statistics in Medicine,
23, 2295-2315.

See Also

plotdeplot.lmscreg, qtplot.1lmscreg, Ims.bcn, Ims.bcg, Ims.yjn.

Examples

## Not run:

fit <- vgam(BMI ~ s(age, df = c(4, 2)), Ims.bcn(zero = 1), bmi.nz)

ygrid <- seq(15, 43, by = 0.25)

deplot(fit, x0 = 20, y = ygrid, xlab = "BMI", col = "green”, llwd = 2,
main = "BMI distribution at ages 20 (green), 40 (blue), 60 (red)")

deplot(fit, x0 = 40, y = ygrid, add = TRUE, col = "blue”, llwd = 2)

deplot(fit, x@ = 60, y = ygrid, add = TRUE, col = "red”, llwd = 2) -> a

names (a@post$deplot)
a@post$deplot$newdata
head(a@post$deplot$y)
head(a@post$deplot$density)

## End(Not run)
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depvar Response Variable Extracted

Description

A generic function that extracts the response/dependent variable from objects.

Usage
depvar(object, ...)
Arguments
object An object that has some response/dependent variable.
Other arguments fed into the specific methods function of the model. In par-
ticular, sometimes type = c("1m"”, "1Im2") is available, in which case the first
one is chosen if the user does not input a value. The latter value corresponds to
argument form2, and sometimes a response for that is optional.
Details

By default this function is preferred to calling fit@y, say.

Value

The response/dependent variable, usually as a matrix or vector.

Author(s)

Thomas W. Yee

See Also

model.matrix, vglm.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))

(fit <- vglm(cbind(normal, mild, severe) ~ let, propodds, pneumo))
fitey # Sample proportions (not recommended)

depvar(fit) # Better than using fitQy

weights(fit, type = "prior”) # Number of observations
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dextlogF Extended log-F Distribution

Description

Density for the extended log-F distribution.

Usage

dextlogF(x, lambda, tau, location = @, scale = 1, log = FALSE)

Arguments
X Vector of quantiles.
lambda, tau See extlogF1.

location, scale
See extlogF1.

log If TRUE then the log density is returned, else the density.

Details

The details are given in extlogF1.

Value

dextlogF gives the density.

Author(s)
T. W. Yee

See Also

extlogF1, dalap.

Examples

## Not run: x <- seq(-2, 8, by = 0.1); mytau <- 0.25; mylambda <- 0.2
plot(x, dextlogF(x, mylambda, tau = mytau), type = "1",

las = 1, col = "blue”, ylab = "PDF (log-scale)”, log = "y",

main = "Extended log-F density function is blue”,

sub = "Asymmetric Laplace is orange dashed”)
lines(x, dalap(x, tau = mytau, scale = 3.5), col = "orange"”, lty = 2)
abline(v = @, col = "gray", lty = 2)
## End(Not run)
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df.residual Residual Degrees-of-Freedom

Description

Returns the residual degrees-of-freedom extracted from a fitted VGLM object.

Usage
df.residual_vlm(object, type = c("vim", "1Im"), ...)
Arguments
object an object for which the degrees-of-freedom are desired, e.g., a vglm object.
type the type of residual degrees-of-freedom wanted. In some applications the "usual’
LM-type value may be more appropriate. The default is the first choice.
additional optional arguments.
Details

When a VGLM is fitted, a large (VLM) generalized least squares (GLS) fit is done at each IRLS
iteration. To do this, an ordinary least squares (OLS) fit is performed by transforming the GLS using
Cholesky factors. The number of rows is M times the ‘ordinary’ number of rows of the LM-type
model: nM. Here, M is the number of linear/additive predictors. So the formula for the VLM-type
residual degrees-of-freedom is nM — p* where p* is the number of columns of the ‘big” VLM
matrix. The formula for the LM-type residual degrees-of-freedom is n — p; where p; is the number
of columns of the ‘ordinary’ LM matrix corresponding to the jth linear/additive predictor.

Value
The value of the residual degrees-of-freedom extracted from the object. When type = "v1m" this is
a single integer, and when type = "1m" this is a M -vector of integers.

See Also

vglm, deviance, 1m, anova.vglm,

Examples

pneumo <- transform(pneumo, let = log(exposure.time))

(fit <- vglm(cbind(normal, mild, severe) ~ let, propodds, pneumo))
head(model.matrix(fit, type = "vlm"))

head(model.matrix(fit, type = "1Im"))

df.residual(fit, type = "vlm") # n * M - p_VLM
nobs(fit, type = "vim") # n *x M
nvar(fit, type = "vim") # p_VLM
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df.residual(fit, type = "1Im") # n - p_LM(3J)

nobs(fit, type = "1lm") # n

nvar(fit, type = "1lm") # p_LM

nvar_vlm(fit, type = "Im") # p_LM(j) (<= p_LM elementwise)

dgaitdplot Plotting the GAITD Combo Density

Description

Plots a 1- or 2-parameter GAITD combo probability mass function.

Usage

dgaitdplot(theta.p, fam = "pois”, a.mix = NULL, i.mix = NULL,
d.mix = NULL, a.mlm = NULL, i.mlm = NULL,
d.mlm = NULL, truncate = NULL, max.support = Inf,
pobs.mix = @, pobs.mlm = @,
pstr.mix = @, pstr.mlm = 9@,
pdip.mix = @, pdip.mlm = @, byrow.aid = FALSE,
theta.a = theta.p, theta.i = theta.p, theta.d = theta.p,
deflation = FALSE, plot.it = TRUE, new.plot = TRUE,
offset.x = ifelse(new.plot, @, 0.25), type.plot = "h",
xlim = c(@, min(100, max.support + 2)),
ylim = NULL, xlab = "", ylab = "Probability"”, main = "",
cex.main = 1.2, posn.main = NULL,
all.col = NULL, all.lty = NULL, all.lwd = NULL,

lty.p = "solid”, 1lty.a.mix = "longdash”, 1lty.a.mlm = "longdash”,
lty.i.mix = "dashed”, 1lty.i.mlm = "dashed”,
lty.d.mix = "solid", 1lty.d.mlm = "solid"”, 1lty.d.dip = "dashed”,
col.p = "pink2",
col.a.mix = artichoke.col, col.a.mlm = asparagus.col,
col.i.mix = indigo.col, col.i.mlm = iris.col,
col.d.mix = deer.col, col.d.mlm = dirt.col, col.d.dip = desire.col,
col.t = turquoise.col, cex.p = 1, lwd.p = NULL, lwd.a = NULL,
lwd.i = NULL, lwd.d = NULL, iontop = TRUE, dontop = TRUE,
las = @, lend = "round”, axes.x = TRUE, axes.y = TRUE,
Plot.trunc = TRUE, cex.t = 1, pch.t =1,
baseparams.argnames = NULL, nparams = 1, flip.args = FALSE, ...)
Arguments
theta.p Numeric, usually scalar but may have length 2. This matches with, e.g., lambda.p

for Gaitdpois. A length 2 example is c(size.p, munb.p) for Gaitdnbinom, in
which case fam = "nbinom”. Another length 2 example is c(mean.p, dispind.p)
for Gaitgenpois1, in which case fam = "genpois1”.

fam Character, pasted(”"dgait”, fam) should be a d-type function returning the
PME. The default is for the GAITD Poisson combo.
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a.mix, i.mix, a.mlm, i.mlm

See Gaitdpois and gaitdpoisson.
d.mix, d.mlm See Gaitdpois and gaitdpoisson.
truncate, max.support

See Gaitdpois and gaitdpoisson.
pobs.mix, pobs.mlm, byrow.aid

See Gaitdpois and gaitdpoisson.
pstr.mix, pstr.mlm, pdip.mix, pdip.mlm

See Gaitdpois and gaitdpoisson.
theta.a, theta.i, theta.d

Similar to theta.p, and they should have the same length too.

deflation Logical. Plot the deflation (dip) probabilities?

plot.it Logical. Plot the PMF?

new.plot, offset.x
If new.plot then plot is called. If multiple plots are desired then use of fset.x
to shift the lines.

xlim, ylim, xlab, ylab
See par and plot.default. Argument x1im should be integer-valued.

main, cex.main, posn.main
Character, size and position of main for the title. See title, par and plot.default.
The position is used if it is a 2-vector.

all.col, all.1lty, all.lwd
These arguments allow all the colours, line types and line widths arguments to
be assigned to these values, i.e., so that they are the same for all values of the
support. For example, if all.lwd = 2 then this sets 1lwd.p, 1wd.a, 1wd.i and
lwd.d all equal to 2.

lty.p, lty.a.mix, 1ty.a.mlm, 1ty.i.mix, 1ty.i.mlm
Line type for parent, altered and inflated. See par and plot.default.

col.p, col.a.mix, col.a.mlm, col.i.mix, col.i.mlm
Line colour for parent (nonspecial), altered, inflated, truncated and deflated val-
ues. See par and plot.default. Roughly, by default and currently, the parent is
pink-like, the altered are greenish, the inflated are purplish/violet, the truncated
are light blue, and the deflated are brownish with the dip probabilities being
reddish. The proper colour names are similar to being acrostic. For each opera-
tor, the colours of "mix"” vs "mlm” are similar but different—this is intentional.
Warning: the default colours might change, depending on style!

lty.d.mix, 1ty.d.mlm, 1ty.d.dip
Similar to above. Used when deflation = TRUE.

col.d.mix, col.d.mlm, col.d.dip
Similar to above. Used when deflation = TRUE. The website https://www.
spycolor.com was used to choose some of the default colours; the first two are
also called "dirt"” and "deer" respectively, which are both brownish.

col.t Point colour for truncated values, the default is "tan".

type.plot, cex.p
The former matches ’type’ argument in plot.default. The latter is the size of
the point if type.plot = "p” or type.plot = "b", etc.


https://www.spycolor.com
https://www.spycolor.com
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lwd.p, lwd.a, 1wd.i, 1wd.d

las, lend

iontop, dontop

axes.X, axes.y

Plot.trunc, cex.

Line width for parent, altered and inflated. See par and plot.default. By
default par () \$1wd is used for all of them.

See par.

Logicals. Draw the inflated and deflated bars on top? The default is to draw
the spikes on top, but if FALSE then the spikes are drawn from the bottom—this
makes it easier to see their distribution. Likewise, if deflation = TRUE then
dontop is used to position the deflation (dip) probabilities.

Logical. Plot axes? See par and plot.default.

t, pch.t
Logical. Plot the truncated values? If so, then specify the size and plotting
character. See par and plot.default.

baseparams.argnames

Character string specifying the argument name for the generic parameter theta,
e.g., "lambda” for gaitdpoisson, By appending . p, there is an argument called
lambda.p in dgaitdpois. Another example is for gaitdlog: "shape"” ap-
pended with . p means that dgaitdlog should have an argument called shape. p.
This argument is optional and increases the reliability of the do.call call inter-
nally.

nparams, flip.args

Details

This is meant to be

Not for use by the user. It is used internally to handle the NBD.

Currently unused but there is provision for passing graphical arguments in in the
future; see par.

a crude function to plot the PMF of the GAITD combo model. Some flexibility

is offered via many graphical arguments, but there are still many improvements that could be done.

Value

A list is returned invisibly. The components are:

X
pmf.z
sc.parent

unsc.parent

The integer values between the values of x1im.

The value of the PMF, by calling the d-type function with all the arguments fed
in.

The same level as the scaled parent distribution. Thus for inflated values, the
value where the spikes begin. And for deflated values, the value at the top of
the dips. This is a convenient way to obtain them as it is quite cumbersome
to compute them manually. For any nonspecial value, such as non-inflated and
non-deflated values, they are equal to pmf . z.

Unscaled parent distribution. If there is no alteration, inflation, deflation and
truncation then this is the basic PMF stipulated by the parent distribution only.
Usually this is FYT only.
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Note

This utility function may change a lot in the future. Because this function is called by a shiny app,
if any parameter values lie outside the parameter space then stop will be called. For example, too
much deflation results in NaN values returned by dgaitdnbinom.

Author(s)
T. W. Yee.

See Also

plotdgaitd, spikeplot, meangaitd, Gaitdpois, gaitdpoisson, Gaitdnbinom, multilogitlink.

Examples

## Not run: i.mix <- seq(@, 25, by = 5)

mean.p <- 10; size.p <- 8

dgaitdplot(c(size.p, mean.p), fam = "nbinom”, xlim = c(@, 25),
a.mix = i.mix + 1, i.mix = i.mix, pobs.mix = 0.1,
pstr.mix = 0.1, lwd.i = 2,1lwd.p = 2, 1lwd.a = 2)

## End(Not run)

dhuber Huber’s Least Favourable Distribution

Description

Density, distribution function, quantile function and random generation for Huber’s least favourable
distribution, see Huber and Ronchetti (2009).

Usage
dhuber(x, k = ©0.862, mu = @, sigma = 1, log = FALSE)
edhuber(x, k = 0.862, mu = @, sigma = 1, log = FALSE)
rhuber(n, k = 0.862, mu = @, sigma = 1)
ghuber(p, k = ©.862, mu = @, sigma = 1, lower.tail = TRUE,
log.p = FALSE)
phuber(q, k = ©0.862, mu = @, sigma = 1, lower.tail = TRUE,

log.p = FALSE)

Arguments
X, q numeric vector, vector of quantiles.
p vector of probabilities.
n number of random values to be generated. If length(n) > 1 then the length is

taken to be the number required.
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k numeric. Borderline value of central Gaussian part of the distribution. This is
known as the tuning constant, and should be positive. For example, k = 0.862
refers to a 20% contamination neighborhood of the Gaussian distribution. If k =
1.40 then this is 5% contamination.
mu numeric. distribution mean.
sigma numeric. Distribution scale (sigma = 1 defines the distribution in standard form,
with standard Gaussian centre).
log Logical. If 1og = TRUE then the logarithm of the result is returned.
lower.tail, log.p
Same meaning as in pnorm or gnorm.
Details
Details are given in huber2, the VGAM family function for estimating the parameters mu and
sigma.
Value
dhuber gives out a vector of density values.
edhuber gives out a list with components val (density values) and eps (contamination proportion).
rhuber gives out a vector of random numbers generated by Huber’s least favourable distribution.
phuber gives the distribution function, ghuber gives the quantile function.
Author(s)
Christian Hennig wrote [d, ed, rThuber () (from smoothmest) and slight modifications were made
by T. W. Yee to replace looping by vectorization and addition of the log argument. Arash Ardalan
wrote [pgJlhuber(), and two arguments for these were implemented by Kai Huang. This helpfile
was adapted from smoothmest.
See Also
huber?2.
Examples

set.seed(123456)
edhuber(1:5, k = 1.5)
rhuber (5)

## Not run: mu <- 3; xx <- seq(-2, 7, len = 100) # Plot CDF and PDF
plot(xx, dhuber(xx, mu = mu), type = "1", col = "blue", las =1,

main = "blue is density, orange is the CDF”, ylab = ""
sub = "Purple lines are the 10,20,...,90 percentiles”,
ylim = @:1)

abline(h = @, col = "blue”, 1ty = 2)

lines(xx, phuber(xx, mu = mu), type = "1", col = "orange")

probs <- seq(@.1, 0.9, by = 0.1)
Q <- ghuber(probs, mu = mu)
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lines(Q, dhuber(Q, mu = mu), col = "purple”, 1ty = 3, type = "h")
lines(Q, phuber(Q, mu = mu), col = "purple”, 1ty = 3, type = "h")
abline(h = probs, col = "purple”, 1ty = 3)

phuber(Q, mu = mu) - probs # Should be all @s

## End(Not run)

Diffzeta Differenced Zeta Distribution

Description
Density, distribution function, quantile function, and random generation for the differenced zeta
distribution.

Usage

ddiffzeta(x, shape, start = 1, log = FALSE)
pdiffzeta(q, shape, start = 1, lower.tail = TRUE)

qdiffzeta(p, shape, start = 1)

rdiffzeta(n, shape, start = 1)
Arguments

X, d, p, N Same as in runif.

shape, start Details at diffzeta.
log, lower.tail
Same as in runif.

Details
This distribution appears to work well on the distribution of English words in such texts. Some
more details are given in diffzeta.

Value
ddiffzeta gives the density, pdiffzeta gives the distribution function, qdiffzeta gives the quan-
tile function, and rdiffzeta generates random deviates.

Note

Given some response data, the VGAM family function diffzeta estimates the parameter shape.

Function pdiffzeta() suffers from the problems that plog sometimes has, i.e., when p is very
close to 1.

Author(s)
T. W. Yee
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See Also

diffzeta, zetaff, zipf, Oizeta.

Examples

ddiffzeta(1:20, 0.5, start = 2)
rdiffzeta(20, 0.5)

## Not run: shape <- 0.8; x <- 1:10
plot(x, ddiffzeta(x, sh = shape), type = "h", ylim = 0:1, las = 1,
sub = "shape=0.8", col = "blue", ylab = "Probability”,
main = "Differenced zeta distribution: blue=PMF; orange=CDF")
lines(x + 0.1, pdiffzeta(x, shape = shape), col = "orange",
1ty = 3, type = "h")
## End(Not run)

diffzeta Differenced Zeta Distribution Family Function

Description

Estimates the parameter of the differenced zeta distribution.

Usage

diffzeta(start = 1, lshape = "loglink”, ishape = NULL)

Arguments

lshape, ishape Same as zetaff.

start Smallest value of the support of the distribution. Must be a positive integer.

Details
The PMF is

PY =y)=(a/y)’—(a/(1+¥))°, s>0, y=a,a+1,...,

where s is the positive shape parameter, and a is start. According to Moreno-Sanchez et al. (2016),
this model fits quite well to about 40 percent of all the English books in the Project Gutenberg data
base (about 30,000 texts). Multiple responses are handled.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.
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Author(s)

T. W. Yee

References

Moreno-Sanchez, 1., Font-Clos, F. and Corral, A. (2016). Large-Scale Analysis of Zipf’s Law in
English Texts, PLoS ONE, 11(1), 1-19.

See Also

Diffzeta, zetaff, zeta, zipf, zipf.

Examples

odata <- data.frame(x2 = runif(nn <- 1000)) # Artificial data
odata <- transform(odata, shape = loglink(-0.25 + x2, inv = TRUE))
odata <- transform(odata, y1 = rdiffzeta(nn, shape))

with(odata, table(y1))

ofit <- vglm(yl ~ x2, diffzeta, odata, trace = TRUE)

coef(ofit, matrix = TRUE)

dirichlet Fitting a Dirichlet Distribution

Description

Fits a Dirichlet distribution to a matrix of compositions.

Usage
dirichlet(link = "loglink"”, parallel = FALSE, zero = NULL,
imethod = 1)
Arguments
link Link function applied to each of the M (positive) shape parameters a;. See

Links for more choices. The default gives n; = log(a;).

parallel, zero, imethod
See CommonVGAMffArguments for more information.
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Details

In this help file the response is assumed to be a M -column matrix with positive values and whose
rows each sum to unity. Such data can be thought of as compositional data. There are M lin-
ear/additive predictors 7);.

The Dirichlet distribution is commonly used to model compositional data, including applications in
genetics. Suppose (Y71, ..., Yas)? is the response. Then it has a Dirichlet distribution if (Y7, ..., Yar—1)T
has density

— ;
Hj:l I'(a;) j=1 ’

where oy = a1 + -+ - + oy, o > 0, and the density is defined on the unit simplex

M

AM: (yla"'7yM)T:yl>O7"'7y]VI>OaZyj:1
j=1

One has E(Y;) = «;/ay, which are returned as the fitted values. For this distribution Fisher
scoring corresponds to Newton-Raphson.

The Dirichlet distribution can be motivated by considering the random variables (G4, ..., G )T
which are each independent and identically distributed as a gamma distribution with density f(g;) =

g}l’*le’gﬂ' /T (a;). Then the Dirichlet distribution arises when Y; = G, /(G1 + - - - + Gr).

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

When fitted, the fitted.values slot of the object contains the M -column matrix of means.

Note

The response should be a matrix of positive values whose rows each sum to unity. Similar to this is
count data, where probably a multinomial logit model (multinomial) may be appropriate. Another
similar distribution to the Dirichlet is the Dirichlet-multinomial (see dirmultinomial).

Author(s)
Thomas W. Yee

References

Lange, K. (2002). Mathematical and Statistical Methods for Genetic Analysis, 2nd ed. New York:
Springer-Verlag.

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

See Also

rdiric, dirmultinomial, multinomial, simplex.
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Examples

ddata <- data.frame(rdiric(1000,
shape = exp(c(yl = -1, y2 =1, y3 =0))))
fit <- vglm(cbind(y1, y2, y3) ~ 1, dirichlet,
data = ddata, trace = TRUE, crit = "coef")

Coef (fit)
coef (fit, matrix = TRUE)
head(fitted(fit))
dirmul.old Fitting a Dirichlet-Multinomial Distribution
Description

Fits a Dirichlet-multinomial distribution to a matrix of non-negative integers.

Usage
dirmul.old(link = "loglink"”, ialpha = ©.01, parallel = FALSE,
zero = NULL)
Arguments
link Link function applied to each of the M (positive) shape parameters o; for j =
1,..., M. See Links for more choices. Here, M is the number of columns of
the response matrix.
ialpha Numeric vector. Initial values for the alpha vector. Must be positive. Recycled
to length M.
parallel A logical, or formula specifying which terms have equal/unequal coefficients.
zero An integer-valued vector specifying which linear/additive predictors are mod-
elled as intercepts only. The values must be from the set {1,2,...,M}. See
CommonVGAMffArguments for more information.
Details

The Dirichlet-multinomial distribution, which is somewhat similar to a Dirichlet distribution, has
probability function

20+ )
CYM 2?/* + a+

M Fy —l—oz
szyl,...,YM:ym:(y H J g
1
Jj=1

fora; > 0,04 = oy +--- + an, and 2y, = y1 + - - + yur. Here, ( ) means “a choose b and
refers to combinations (see choose). The (posterior) mean is

E(Y;) = (yj + a;)/(2ys + )

for j =1,..., M, and these are returned as the fitted values as a M -column matrix.
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Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

Note

The response should be a matrix of non-negative values. Convergence seems to slow down if there
are zero values. Currently, initial values can be improved upon.

This function is almost defunct and may be withdrawn soon. Use dirmultinomial instead.

Author(s)
Thomas W. Yee

References

Lange, K. (2002). Mathematical and Statistical Methods for Genetic Analysis, 2nd ed. New York:
Springer-Verlag.

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

Paul, S. R., Balasooriya, U. and Banerjee, T. (2005). Fisher information matrix of the Dirichlet-
multinomial distribution. Biometrical Journal, 47, 230-236.

Tvedebrink, T. (2010). Overdispersion in allelic counts and #-correction in forensic genetics. The-
oretical Population Biology, 78, 200-210.

See Also

dirmultinomial, dirichlet, betabinomialff, multinomial.

Examples

# Data from p.50 of Lange (2002)
alleleCounts <- c(2, 84, 59, 41, 53, 131, 2, 0,
0, 50, 137, 78, 54, 51, o, 0,
0, 80, 128, 26, 55, 95, o, O,
0, 16, 40, 8, 68, 14, 7, 1)
dim(alleleCounts) <- c(8, 4)
alleleCounts <- data.frame(t(alleleCounts))
dimnames(alleleCounts) <- list(c("White"”,"Black"”,"Chicano”,"Asian"),
paste("Allele”, 5:12, sep = ""))

set.seed(123) # @initialize uses random numbers
fit <- vglm(cbind(Allele5,Allele6,Allele7,Allele8,Allele9,
Allele10,Allelel1,Allelel2) ~ 1, dirmul.old,
trace = TRUE, crit = "c”, data = alleleCounts)

(sfit <- summary(fit))
veov(sfit)
round(eta2theta(coef(fit),
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fit@misc$link,

fit@misc$earg), digits = 2) # not preferred
round(Coef (fit), digits = 2) # preferred
round(t(fitted(fit)), digits = 4) # 2nd row of Lange (2002, Table 3.5)
coef(fit, matrix = TRUE)

pfit <- vglm(cbind(Allele5,Allele6,Allele7,Allele8,Allele9,
Allelel@,Allelel1,Allelel2) ~ 1,
dirmul.old(parallel = TRUE), trace = TRUE,
data = alleleCounts)
round(eta2theta(coef (pfit, matrix = TRUE), pfit@misc$link,
pfit@misc$earg), digits = 2) # 'Right' answer
round(Coef(pfit), digits = 2) # 'Wrong' due to parallelism constraint

dirmultinomial Fitting a Dirichlet-Multinomial Distribution

Description

Fits a Dirichlet-multinomial distribution to a matrix response.

Usage
dirmultinomial(lphi = "logitlink"”, iphi = .10, parallel = FALSE,
zero = "M")
Arguments
1phi Link function applied to the ¢ parameter, which lies in the open unit interval
(0,1). See Links for more choices.
iphi Numeric. Initial value for ¢. Must be in the open unit interval (0, 1). If a failure
to converge occurs then try assigning this argument a different value.
parallel Alogical (formula not allowed here) indicating whether the probabilities 7y, ..., Tpr—1
are to be equal via equal coefficients. Note 7y, will generally be different from
the other probabilities. Setting parallel = TRUE will only work if you also set
zero = NULL because of interference between these arguments (with respect to
the intercept term).
zero An integer-valued vector specifying which linear/additive predictors are mod-

elled as intercepts only. The values must be from the set {1,2,..., M}. If the
character "M"” then this means the numerical value M, which corresponds to
linear/additive predictor associated with ¢. Setting zero = NULL means none of
the values from the set {1,2,..., M}. See CommonVGAMffArguments for more
information.
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Details

The Dirichlet-multinomial distribution arises from a multinomial distribution where the probability
parameters are not constant but are generated from a multivariate distribution called the Dirichlet
distribution. The Dirichlet-multinomial distribution has probability function

_ N N\ILL I (= ¢) + (r = 1)9)
PO Yar =) = (y y> (-t (r—1)o)

where ¢ is the over-dispersion parameter and N, = y; + --- 4+ yas. Here, (‘Z) means “a choose

b” and refers to combinations (see choose). The above formula applies to each row of the matrix
response. In this VGAM family function the first M — 1 linear/additive predictors correspond to
the first M — 1 probabilities via

n; = log(PlY = j]/P[Y = M]) = log(m; /mar)

where 7); is the jth linear/additive predictor (nps = 0 by definition for P[Y" = M] but not for ¢)
and j = 1,..., M — 1. The Mth linear/additive predictor corresponds to 1phi applied to ¢.

Note that E(Y;) = N, but the probabilities (returned as the fitted values) 7; are bundled together
as a M-column matrix. The quantities IV, are returned as the prior weights.

The beta-binomial distribution is a special case of the Dirichlet-multinomial distribution when M =
2; see betabinomial. It is easy to show that the first shape parameter of the beta distribution is
shapel = 7(1/¢ — 1) and the second shape parameter is shape2 = (1 — 7)(1/¢ — 1). Also,
¢ =1/(1 4 shapel + shape2), which is known as the intra-cluster correlation coefficient.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, rrvglm and vgam.

If the model is an intercept-only model then @misc (which is a list) has a component called shape
which is a vector with the M values 7;(1/¢ — 1).

Warning

This VGAM family function is prone to numerical problems, especially when there are covariates.

Note

The response can be a matrix of non-negative integers, or else a matrix of sample proportions and
the total number of counts in each row specified using the weights argument. This dual input option
is similar to multinomial.

To fit a ‘parallel” model with the ¢ parameter being an intercept-only you will need to use the
constraints argument.

Currently, Fisher scoring is implemented. To compute the expected information matrix a for loop
is used; this may be very slow when the counts are large. Additionally, convergence may be slower
than usual due to round-off error when computing the expected information matrices.

Author(s)
Thomas W. Yee
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References

Paul, S. R., Balasooriya, U. and Banerjee, T. (2005). Fisher information matrix of the Dirichlet-
multinomial distribution. Biometrical Journal, 47, 230-236.

Tvedebrink, T. (2010). Overdispersion in allelic counts and #-correction in forensic genetics. The-
oretical Population Biology, 78, 200-210.

Yu, P. and Shaw, C. A. (2014). An Efficient Algorithm for Accurate Computation of the Dirichlet-
Multinomial Log-Likelihood Function. Bioinformatics, 30, 1547-54.

See Also

dirmul.old, betabinomial, betabinomialff, dirichlet, multinomial.

Examples

nn <- 5; M <- 4; set.seed(1)
ydata <- data.frame(round(matrix(runif(nn * M, max = 100), nn, M)))
colnames(ydata) <- paste("y", 1:M, sep = "") # Integer counts

fit <- vglm(cbind(y1, y2, y3, y4) ~ 1, dirmultinomial,
data = ydata, trace = TRUE)
head(fitted(fit))
depvar(fit) # Sample proportions
weights(fit, type = "prior"”, matrix = FALSE) # Total counts per row

## Not run:

ydata <- transform(ydata, x2 = runif(nn))

fit <- vglm(cbind(y1, y2, y3, y4) ~ x2, dirmultinomial,
data = ydata, trace = TRUE)

Coef(fit)

coef(fit, matrix = TRUE)

(sfit <- summary(fit))

veov(sfit)

## End(Not run)

dlogF log F Distribution

Description

Density for the log F distribution.

Usage

dlogF(x, shapel, shape2, log = FALSE)
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Arguments

X Vector of quantiles.

shapel, shape2 Positive shape parameters.

log if TRUE then the log density is returned, else the density.
Details

The details are given in logF.

Value

dlogF gives the density.

Author(s)
T. W. Yee

See Also

hypersecant, dextlogF.

Examples

## Not run: shapel <- 1.5; shape2 <- 0.5; x <- seq(-5, 8, length = 1001)
plot(x, dlogF(x, shapel, shape2), type = "1",

las = 1, col = "blue”, ylab = "pdf”,

main = "log F density function")

## End(Not run)

double.cens.normal Univariate Normal Distribution with Double Censoring

Description

Maximum likelihood estimation of the two parameters of a univariate normal distribution when
there is double censoring.

Usage

double.cens.normal(ri
"loglink”, imu

@, r2 = 0, lmu = "identitylink”, 1sd =
NULL, isd = NULL, zero = "sd")

Arguments
ri, r2 Integers. Number of smallest and largest values censored, respectively.
1mu, 1sd Parameter link functions applied to the mean and standard deviation. See Links

for more choices.

imu, isd, zero See CommonVGAMffArguments for more information.
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Details

This family function uses the Fisher information matrix given in Harter and Moore (1966). The
matrix is not diagonal if either r1 or r2 are positive.

By default, the mean is the first linear/additive predictor and the log of the standard deviation is the
second linear/additive predictor.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.

Note

This family function only handles a vector or one-column matrix response. The weights argument,
if used, are interpreted as frequencies, therefore it must be a vector with positive integer values.

With no censoring at all (the default), it is better (and equivalent) to use uninormal.

Author(s)
T. W. Yee

References

Harter, H. L. and Moore, A. H. (1966). Iterative maximum-likelihood estimation of the parameters
of normal populations from singly and doubly censored samples. Biometrika, 53, 205-213.

See Also

uninormal, cens.normal, tobit.

Examples

## Not run: # Repeat the simulations of Harter & Moore (1966)
SIMS <- 100 # Number of simulations (change this to 1000)
mu.save <- sd.save <- rep(NA, len = SIMS)
ri <- 0; r2 <- 4; nn <- 20
for (sim in 1:SIMS) {
y <= sort(rnorm(nn))
y <= y[(1+r1):(nn-r2)] # Delete r1 smallest and r2 largest
fit <- vglm(y ~ 1, double.cens.normal(r1l = r1, r2 = r2))
mu.save[sim] <- predict(fit)[1, 1]
sd.save[sim] <- exp(predict(fit)[1, 2]) # Assumes a log link & ~ 1
3
c(mean(mu.save), mean(sd.save)) # Should be c(0,1)
c(sd(mu.save), sd(sd.save))

## End(Not run)

# Data from Sarhan & Greenberg (1962); MLEs are mu=9.2606, sd=1.3754
strontium90 <- data.frame(y = c(8.2, 8.4, 9.1, 9.8, 9.9))
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fit <- vglm(y ~ 1, double.cens.normal(rl = 2, r2 = 3, isd = 6),
data = strontium90, trace = TRUE)

coef(fit, matrix = TRUE)

Coef(fit)

double.expbinomial Double Exponential Binomial Distribution Family Function

Description

Fits a double exponential binomial distribution by maximum likelihood estimation. The two pa-
rameters here are the mean and dispersion parameter.

Usage
double.expbinomial (Imean = "logitlink"”, ldispersion = "logitlink"”,
idispersion = 0.25, zero = "dispersion")
Arguments

Imean, ldispersion
Link functions applied to the two parameters, called 1 and 6 respectively below.
See Links for more choices. The defaults cause the parameters to be restricted
to (0, 1).

idispersion Initial value for the dispersion parameter. If given, it must be in range, and is
recyled to the necessary length. Use this argument if convergence failure occurs.

zero A vector specifying which linear/additive predictor is to be modelled as intercept-
only. If assigned, the single value can be either 1 or 2. The default is to have a
single dispersion parameter value. To model both parameters as functions of the
covariates assign zero = NULL. See CommonVGAMf fArguments for more details.

Details

This distribution provides a way for handling overdispersion in a binary response. The double
exponential binomial distribution belongs the family of double exponential distributions proposed
by Efron (1986). Below, equation numbers refer to that original article. Briefly, the idea is that
an ordinary one-parameter exponential family allows the addition of a second parameter § which
varies the dispersion of the family without changing the mean. The extended family behaves like
the original family with sample size changed from n to nf. The extended family is an exponential
family in ;4 when n and 6 are fixed, and an exponential family in # when 7 and p are fixed. Having
0 < 6 < 1 corresponds to overdispersion with respect to the binomial distribution. See Efron
(1986) for full details.

This VGAM family function implements an approximation (2.10) to the exact density (2.4). It
replaces the normalizing constant by unity since the true value nearly equals 1. The default model
fitted is 11 = logit(u) and 1y = logit(#). This restricts both parameters to lie between 0 and 1,
although the dispersion parameter can be modelled over a larger parameter space by assigning the
arguments ldispersion and edispersion.
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Approximately, the mean (of Y) is u. The effective sample size is the dispersion parameter mul-
tiplied by the original sample size, i.e., nf. This family function uses Fisher scoring, and the two
estimates are asymptotically independent because the expected information matrix is diagonal.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm.

Warning

Numerical difficulties can occur; if so, try using idispersion.

Note

This function processes the input in the same way as binomialff, however multiple responses are
not allowed (binomialff(multiple.responses = FALSE)).

Author(s)
T. W. Yee

References

Efron, B. (1986). Double exponential families and their use in generalized linear regression. Jour-
nal of the American Statistical Association, 81, 709-721.

See Also

binomialff, toxop, CommonVGAMffArguments.

Examples

# This example mimics the example in Efron (1986).
# The results here differ slightly.

# Scale the variables

toxop <- transform(toxop,
phat = positive / ssize,
srainfall = scale(rainfall), # (6.1)
sN = scale(ssize)) # (6.2)

# A fit similar (should be identical) to Sec.6 of Efron (1986).
# But does not use poly(), and M = 1.25 here, as in (5.3)
cmlist <- list("(Intercept)” = diag(2),
"I(srainfall)” = rbind(1, @),
"I(srainfall*2)" = rbind(1, @),
"I(srainfall”3)" = rbind(1, @),
"I(sN)" = rbind(0, 1),
"I(sN*2)" = rbind(Q, 1))
fit <-
vglm(cbind(phat, 1 - phat) * ssize ~
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I(srainfall) + I(srainfall*2) + I(srainfall*3) +

I(sN) + I(sN*2),

double.expbinomial (1disp = extlogitlink(min = @, max = 1.25),
idisp = 0.2, zero = NULL),

toxop, trace = TRUE, constraints = cmlist)

# Now look at the results

coef(fit, matrix = TRUE)
head(fitted(fit))

summary (fit)

veov(fit)

sqrt(diag(vcov(fit))) # Standard errors

# Effective sample size (not quite the last column of Table 1)

head(predict(fit))

Dispersion <- extlogitlink(predict(fit)[,2], min = @, max = 1.25,
inverse = TRUE)

c(round(weights(fit, type = "prior"”) * Dispersion, digits

D))

# Ordinary logistic regression (gives same results as (6.5))
ofit <- vglm(cbind(phat, 1 - phat) * ssize ~
I(srainfall) + I(srainfall”2) + I(srainfall”*3),
binomialff, toxop, trace = TRUE)

# Same as fit but it uses poly(), and can be plotted (cf. Fig.1)

cmlist2 <- list("(Intercept)” = diag(2),
"poly(srainfall, degree = 3)" rbind(1, @),
"poly(sN, degree = 2)" rbind(@, 1))

fit2 <-
vglm(cbind(phat, 1 - phat) * ssize ~
poly(srainfall, degree = 3) + poly(sN, degree = 2),
double.expbinomial (1disp = extlogitlink(min = @, max = 1.25),
idisp = 0.2, zero = NULL),

toxop, trace = TRUE, constraints = cmlist2)

## Not run: par(mfrow = c(1, 2)) # Cf. Fig.1

plot(as(fit2, "vgam"), se = TRUE, lcol = "blue”, scol = "orange")

# Cf. Figure 1(a)
par(mfrow = c(1,2))
000 <- with(toxop, sort.list(rainfall))
with(toxop, plot(rainfalll[ooo], fitted(fit2)[ooo], type = "1",
col = "blue”, las = 1, ylim = c(0.3, 0.65)))
with(toxop, points(rainfalll[ooo], fitted(ofit)[ooo],
col = "orange"”, type = "b", pch = 19))

# Cf. Figure 1(b)

000 <- with(toxop, sort.list(ssize))

with(toxop, plot(ssizel[ooo], Dispersion[ooo], type = "1",
col = "blue”, las = 1, xlim = c(@, 100)))

## End(Not run)
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ducklings Relative Frequencies of Serum Proteins in White Pekin Ducklings

Description

Relative frequencies of serum proteins in white Pekin ducklings as determined by electrophoresis.

Usage
data(ducklings)

Format

The format is: chr "ducklings"

Details

Columns p1, p2, p3 stand for pre-albumin, albumin, globulins respectively. These were collected
from 3-week old white Pekin ducklings. Let Y; be proportional to the total milligrams of pre-
albumin in the blood serum of a duckling. Similarly, let Y5 and Y3 be directly proportional to the
same factor as Y; to the total milligrams respectively of albumin and globulins in its blood serum.
The proportion of pre-albumin is given by Y7 /(Y7 + Y2 + Y3), and similarly for the others.
Source

Mosimann, J. E. (1962) On the compound multinomial distribution, the multivariate S-distribution,
and correlations among proportions, Biometrika, 49, 65-82.

See Also

dirichlet.

Examples

print(ducklings)

eCDF Empirical Cumulative Distribution Function

Description
Returns the desired quantiles of quantile regression object such as an extlogF1() or Ims.bcn() VGLM
object

Usage

eCDF.vglm(object, all = FALSE, ...)
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Arguments
object an object such as a vglm object with family function extlogF1 or 1ms.bcn.
all Logical. Return all other information? If true, the empirical CDF is returned.
additional optional arguments. Currently unused.
Details

This function was specifically written for a vglm object with family function extlogF1 or 1ms.bcn.
It returns the proportion of data lying below each of the fitted quantiles, and optionally the desired
quantiles (arguments tau or percentiles / 100 in the family function). The output is coerced to
be comparable between family functions by calling the columns by the same names.

Value
A vector with each value lying in (0, 1). If all = TRUE then a 2-column matrix with the second
column being the tau values or equivalent.

See Also

extlogF1, Ims.bcn, vglm.

Examples

fitl <- vglm(BMI ~ ns(age, 4), extlogF1, data = bmi.nz) # trace = TRUE
eCDF(fit1)
eCDF(fit1, all = TRUE)

enzyme Enzyme Data

Description

Enzyme velocity and substrate concentration.

Usage

data(enzyme)

Format
A data frame with 12 observations on the following 2 variables.

conc anumeric explanatory vector; substrate concentration

velocity a numeric response vector; enzyme velocity

Details

Sorry, more details need to be included later.
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Source

Sorry, more details need to be included later.

References

Watts, D. G. (1981). An introduction to nonlinear least squares. In: L. Endrenyi (Ed.), Kinetic Data
Analysis: Design and Analysis of Enzyme and Pharmacokinetic Experiments, pp.1-24. New York:
Plenum Press.

See Also

micmen.

Examples

## Not run:

fit <- vglm(velocity ~ 1, micmen, data = enzyme, trace = TRUE,
form2 = ~ conc - 1, crit = "crit")

summary (fit)

## End(Not run)

erf Error Function, and variants

Description

Computes the error function, or its inverse, based on the normal distribution. Also computes the
complement of the error function, or its inverse,

Usage

erf(x, inverse = FALSE)
erfc(x, inverse = FALSE)

Arguments

X Numeric.

inverse Logical. Of length 1.
Details

Erf(x) is defined as
Erf(z) = % /0‘ exp(—t?)dt

so that it is closely related to pnorm. The inverse function is defined for z in (—1, 1).
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Value

Returns the value of the function evaluated at x.

Note

Some authors omit the term 2//7 from the definition of Er f(x). Although defined for complex
arguments, this function only works for real arguments.

The complementary error function er fc(x) is defined as 1 — er f(z), and is implemented by erfc.
Its inverse function is defined for x in (0, 2).

Author(s)

T. W. Yee

References

Abramowitz, M. and Stegun, 1. A. (1972). Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables, New York: Dover Publications Inc.

See Also

pnorm.

Examples

## Not run:

curve(erf, -3, 3, col = "orange"”, ylab = "", las = 1)

curve(pnorm, -3, 3, add = TRUE, col = "blue”, 1lty = "dotted”, lwd = 2)

abline(v = 0, h = @0, 1ty = "dashed")

legend("topleft”, c("erf(x)", "pnorm(x)"), col = c("orange"”, "blue"),
1ty = c("solid”, "dotted"), lwd = 1:2)

## End(Not run)

erlang Erlang Distribution

Description

Estimates the scale parameter of the Erlang distribution by maximum likelihood estimation.

Usage

erlang(shape.arg, lscale = "loglink"”, imethod = 1, zero = NULL)
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Arguments
shape.arg The shape parameters. The user must specify a positive integer, or integers for
multiple responses. They are recycled by . row = TRUE according to matrix.
lscale Link function applied to the (positive) scale parameter. See Links for more

choices.

imethod, zero  See CommonVGAMffArguments for more details.

Details

The Erlang distribution is a special case of the gamma distribution with shape that is a positive
integer. If shape.arg =1 then it simplifies to the exponential distribution. As illustrated in the
example below, the Erlang distribution is the distribution of the sum of shape. arg independent and
identically distributed exponential random variates.

The probability density function of the Erlang distribution is given by
f(y) = exp(—y/scale)y*" P~ Lscale*"*P¢ T (shape)

for known positive integer shape, unknown scale > 0 and y > 0. Here, I'(shape) is the gamma
function, as in gamma. The mean of Y is i = shape x scale and its variance is shape x scale?.
The linear/additive predictor, by default, is 7 = log(scale).

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note
Multiple responses are permitted. The rate parameter found in gammaR is 1/scale here—see also
rgamma.

Author(s)

T. W. Yee

References

Most standard texts on statistical distributions describe this distribution, e.g.,

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

See Also

gammaR, exponential, simulate.vlm.
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Examples

rate <- exp(2); myshape <- 3
edata <- data.frame(y = rep(@, nn <- 1000))
for (ii in 1:myshape)
edata <- transform(edata, y = y + rexp(nn, rate = rate))
fit <- vglm(y ~ 1, erlang(shape = myshape), edata, trace = TRUE)
coef(fit, matrix = TRUE)
Coef (fit) # Answer = 1/rate
1/rate
summary (fit)

Expectiles-Exponential
Expectiles of the Exponential Distribution

Description

Density function, distribution function, and expectile function and random generation for the distri-
bution associated with the expectiles of an exponential distribution.

Usage

deexp(x, rate = 1, log = FALSE)

peexp(q, rate = 1, lower.tail = TRUE, log.p = FALSE)

geexp(p, rate = 1, Maxit.nr = 10, Tol.nr = 1.0Qe-6,
lower.tail = TRUE, log.p = FALSE)

reexp(n, rate = 1)

Arguments
X, P, q See dEUni'F.
n, rate, log See rexp.

lower.tail, log.p

Same meaning as in pexp or gexp.
Maxit.nr, Tol.nr

See deunif.

Details

General details are given in deunif including a note regarding the terminology used. Here, exp
corresponds to the distribution of interest, F', and eexp corresponds to GG. The addition of “e” is for
the ‘other’ distribution associated with the parent distribution. Thus deexp is for g, peexp is for G,
geexp is for the inverse of GG, reexp generates random variates from g.

For geexp the Newton-Raphson algorithm is used to solve for y satisfying p = G(y). Numerical
problems may occur when values of p are very close to 0 or 1.
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Value

deexp(x) gives the density function g(x). peexp(q) gives the distribution function G(q). geexp(p)

gives the expectile function: the value y such that G(y) = p. reexp(n) gives n random variates
from G.

Author(s)

T. W. Yee and Kai Huang

See Also

deunif, denorm, dexp.

Examples

my.p <- 0.25; y <- rexp(nn <- 1000)
(myexp <- geexp(my.p))
sum(myexp - y[y <= myexpl) / sum(abs(myexp - y)) # Should be my.p

## Not run: par(mfrow = c(2,1))

yy <- seq(-0, 4, len = nn)

plot(yy, deexp(yy), col = "blue”, ylim = 0:1, xlab = "y", ylab = "g(y)",
type = "1", main = "g(y) for Exp(1); dotted green is f(y) = dexp(y)")

lines(yy, dexp(yy), col = "green", lty = "dotted”, lwd = 2) # 'original'

plot(yy, peexp(yy), type = "1", col = "blue”, ylim = 0:1,

xlab = "y", ylab = "G(y)", main = "G(y) for Exp(1)")
abline(v = 1, h = 0.5, col = "red”, 1ty = "dashed")
lines(yy, pexp(yy), col = "green"”, 1ty = "dotted”, lwd = 2)
## End(Not run)

Expectiles-Normal Expectiles of the Normal Distribution

Description

Density function, distribution function, and expectile function and random generation for the distri-
bution associated with the expectiles of a normal distribution.
Usage

denorm(x, mean
penorm(q, mean

0, sd = 1, log = FALSE)

0, sd = 1, lower.tail = TRUE, log.p = FALSE)

genorm(p, mean = @, sd = 1, Maxit.nr = 10, Tol.nr = 1.0e-6,
lower.tail = TRUE, log.p = FALSE)

renorm(n, mean = @, sd = 1)
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Arguments

X, P, q See deunif.
n, mean, sd, log
See rnorm.
lower.tail, log.p
Same meaning as in pnorm or gnorm.
Maxit.nr, Tol.nr
See deunif.

Details

General details are given in deunif including a note regarding the terminology used. Here, norm
corresponds to the distribution of interest, ', and enorm corresponds to GG. The addition of “e” is
for the ‘other’ distribution associated with the parent distribution. Thus denorm is for g, penorm is
for G, genorm is for the inverse of GG, renorm generates random variates from g.

For genorm the Newton-Raphson algorithm is used to solve for y satisfying p = G(y). Numerical
problems may occur when values of p are very close to O or 1.

Value

denorm(x) gives the density function g(x). penorm(q) gives the distribution function G(g). genorm(p)
gives the expectile function: the value y such that G(y) = p. renorm(n) gives n random variates
from G.

Author(s)
T. W. Yee and Kai Huang

See Also

deunif, deexp, dnorm, amlnormal, Ims.bcn.

Examples

my.p <- 0.25; y <- rnorm(nn <- 1000)
(myexp <- genorm(my.p))
sum(myexp - yLy <= myexpl) / sum(abs(myexp - y)) # Should be my.p

# Non-standard normal
mymean <- 1; mysd <- 2
yy <- rnorm(nn, mymean, mysd)
(myexp <- genorm(my.p, mymean, mysd))
sum(myexp - yy[yy <= myexpl) / sum(abs(myexp - yy)) # Should be my.p
penorm(-Inf, mymean, mysd) # Should be 0
penorm( Inf, mymean, mysd) # Should be 1
penorm(mean(yy), mymean, mysd) # Should be 0.5
abs(genorm(@.5, mymean, mysd) - mean(yy)) # Should be @
abs(penorm(myexp, mymean, mysd) - my.p) # Should be @
integrate(f = denorm, lower = -Inf, upper = Inf,

mymean, mysd) # Should be 1
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## Not run:

par(mfrow = c(2, 1))

yy <- seq(-3, 3, len = nn)

plot(yy, denorm(yy), type = "1", col="blue", xlab = "y", ylab = "g(y)",
main = "g(y) for N(0,1); dotted green is f(y) = dnorm(y)")

lines(yy, dnorm(yy), col = "green”, 1ty = "dotted”, lwd = 2) # 'original'

plot(yy, penorm(yy), type = "1", col = "blue”, ylim = @:1,

xlab = "y", ylab = "G(y)", main = "G(y) for N(0,1)")
abline(v = @, h = 0.5, col = "red”, lty = "dashed")
lines(yy, pnorm(yy), col = "green”, lty = "dotted”, lwd = 2)
## End(Not run)

Expectiles-sc.t2 Expectiles/Quantiles of the Scaled Student t Distribution with 2 Df

Description

Density function, distribution function, and quantile/expectile function and random generation for
the scaled Student t distribution with 2 degrees of freedom.

Usage
dsc.t2(x, location = 0@, scale = 1, log = FALSE)
psc.t2(q, location = @, scale = 1, lower.tail = TRUE, log.p = FALSE)
gsc.t2(p, location = @, scale = 1, lower.tail = TRUE, log.p = FALSE)
rsc.t2(n, location = @, scale = 1)
Arguments
X, q Vector of expectiles/quantiles. See the terminology note below.
o Vector of probabilities. These should lie in (0,1).
n, log See runif.

location, scale
Location and scale parameters. The latter should have positive values. Values
of these vectors are recyled.

lower.tail, log.p
Same meaning as in pt or qt.

Details

A Student-t distribution with 2 degrees of freedom and a scale parameter of sqrt(2) is equivalent
to the standard form of this distribution (called Koenker’s distribution below). Further details about
this distribution are given in sc.studentt2.
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Value

dsc.t2(x) gives the density function. psc.t2(q) gives the distribution function. gsc.t2(p) gives
the expectile and quantile function. rsc.t2(n) gives n random variates.

Author(s)

T. W. Yee and Kai Huang

See Also

dt, sc.studentt2.

Examples

my.p <- 0.25; y <~ rsc.t2(nn <- 5000)

(myexp <- gsc.t2(my.p))

sum(myexp - y[y <= myexpl) / sum(abs(myexp - y)) # Should be my.p
# Equivalently:

I1 <- mean(y <= myexp) * mean( myexp - y[y <= myexpl)

I2 <- mean(y > myexp) * mean(-myexp + y[y > myexpl)

I1 / (I1 + I2) # Should be my.p

# Or:

I71 <- sum( myexp - yly <= myexpl)

12 <- sum(-myexp + y[y > myexp])

# Non-standard Koenker distribution
myloc <- 1; myscale <- 2
yy <- rsc.t2(nn, myloc, myscale)
(myexp <- gsc.t2(my.p, myloc, myscale))
sum(myexp - yy[yy <= myexpl) / sum(abs(myexp - yy)) # Should be my.p
psc.t2(mean(yy), myloc, myscale) # Should be 0.5
abs(qgsc.t2(0.5, myloc, myscale) - mean(yy)) # Should be @
abs(psc.t2(myexp, myloc, myscale) - my.p) # Should be @
integrate(f = dsc.t2, lower = -Inf, upper = Inf,
locat = myloc, scale = myscale) # Should be 1

y <- seq(-7, 7, len = 201)

max (abs(dsc.t2(y) - dt(y / sqrt(2), df = 2) / sqrt(2))) # Should be @

## Not run: plot(y, dsc.t2(y), type = "1", col = "blue”, las =1,
ylim = c(@, 0.4), main = "Blue = Koenker; orange = N(@, 1)")

lines(y, dnorm(y), type = "1", col = "orange")

abline(h = 0, v = 0, 1ty = 2)

## End(Not run)

Expectiles-Uniform Expectiles of the Uniform Distribution
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Description

Density function, distribution function, and expectile function and random generation for the distri-
bution associated with the expectiles of a uniform distribution.

Usage

deunif(x, min = @, max = 1, log = FALSE)

peunif(q, min = @, max = 1, lower.tail = TRUE, log.p = FALSE)

geunif(p, min = @, max = 1, Maxit.nr = 10, Tol.nr = 1.0e-6,
lower.tail = TRUE, log.p = FALSE)

reunif(n, min = @, max = 1)

Arguments
X, q Vector of expectiles. See the terminology note below.
P Vector of probabilities. These should lie in (0,1).

n, min, max, log
See runif.
lower.tail, log.p
Same meaning as in punif or qunif.

Maxit.nr Numeric. Maximum number of Newton-Raphson iterations allowed. A warning
is issued if convergence is not obtained for all p values.

Tol.nr Numeric. Small positive value specifying the tolerance or precision to which the
expectiles are computed.

Details

Jones (1994) elucidated on the property that the expectiles of a random variable X with distribution
function F'(z) correspond to the quantiles of a distribution G(x) where G is related by an explicit
formula to F'. In particular, let y be the p-expectile of F'. Then y is the p-quantile of G where

p=Gy) = (Py) —yF(v)/2[Py) —yF(y)] +y—n),

and p is the mean of X. The derivative of G is

9(y) = (uF(y) — P(y))/2[P(y) — yF(y)] +y — n)*.

Here, P(y) is the partial moment [ 2 f(z)dz and 0 < p < 1. The 0.5-expectile is the mean 4
and the 0.5-quantile is the median.

A note about the terminology used here. Recall in the S language there are the dpgr-type functions
associated with a distribution, e.g., dunif, punif, qunif, runif, for the uniform distribution. Here,
unif corresponds to F' and eunif corresponds to G. The addition of “e” (for expectile) is for the
‘other’ distribution associated with the parent distribution. Thus deunif is for g, peunif is for G,
geunif is for the inverse of GG, reunif generates random variates from g.

For geunif the Newton-Raphson algorithm is used to solve for y satisfying p = G(y). Numerical
problems may occur when values of p are very close to O or 1.
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Value

deunif(x) gives the density function g(x). peunif(q) gives the distribution function G(gq). geunif (p)
gives the expectile function: the expectile y such that G(y) = p. reunif(n) gives n random vari-
ates from G.

Author(s)
T. W. Yee and Kai Huang

References

Jones, M. C. (1994). Expectiles and M-quantiles are quantiles. Statistics and Probability Letters,
20, 149-153.

See Also

deexp, denorm, dunif, dsc.t2.

Examples

my.p <- 0.25; y <- runif(nn <- 1000)

(myexp <- geunif(my.p))

sum(myexp - y[y <= myexpl) / sum(abs(myexp - y)) # Should be my.p
# Equivalently:

I1 <- mean(y <= myexp) * mean( myexp - y[y <= myexpl)

I2 <- mean(y > myexp) * mean(-myexp + y[y > myexpl)

I1 / (11 + I2) # Should be my.p

# Or:

I1 <- sum( myexp - y[y <= myexpl)

12 <- sum(-myexp + y[y > myexp])

# Non-standard uniform
mymin <- 1; mymax <- 8
yy <= runif(nn, mymin, mymax)
(myexp <- geunif(my.p, mymin, mymax))
sum(myexp - yy[yy <= myexpl) / sum(abs(myexp - yy)) # Should be my.p
peunif(mymin, mymin, mymax) # Should be @
peunif(mymax, mymin, mymax) # Should be 1
peunif(mean(yy), mymin, mymax) # Should be 0.5
abs(qeunif (0.5, mymin, mymax) - mean(yy)) # Should be 0
abs(qeunif (0.5, mymin, mymax) - (mymin+mymax)/2) # Should be @
abs(peunif(myexp, mymin, mymax) - my.p) # Should be @
integrate(f = deunif, lower = mymin - 3, upper = mymax + 3,

min = mymin, max = mymax) # Should be 1

## Not run:
par(mfrow = c(2,1))
yy <- seq(0.0, 1.0, len = nn)
plot(yy, deunif(yy), type = "1", col = "blue”, ylim = c(0, 2),
xlab = "y", ylab = "g(y)", main = "g(y) for Uniform(@,1)")
lines(yy, dunif(yy), col = "green", 1ty = "dotted”, lwd = 2) # 'original'’
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plot(yy, peunif(yy), type = "1", col "blue”, ylim = @:1,

xlab = "y", ylab = "G(y)", main = "G(y) for Uniform(@,1)")
abline(a = 0.0, b = 1.9, col = "green", 1ty = "dotted”, lwd = 2
abline(v = 0.5, h = 0.5, col = "red"”, 1ty = "dashed")
## End(Not run)

)

expexpff Exponentiated Exponential Distribution

Description
Estimates the two parameters of the exponentiated exponential distribution by maximum likelihood
estimation.
Usage
expexpff(lrate = "loglink”, lshape = "loglink”,
irate = NULL, ishape = 1.1, tolerance = 1.0e-6, zero = NULL)
Arguments

lshape, 1lrate  Parameter link functions for the o and )\ parameters. See Links for more
choices. The defaults ensure both parameters are positive.

ishape Initial value for the o parameter. If convergence fails try setting a different value
for this argument.

irate Initial value for the A parameter. By default, an initial value is chosen internally
using ishape.

tolerance Numeric. Small positive value for testing whether values are close enough to 1
and 2.

zero An integer-valued vector specifying which linear/additive predictors are mod-

elled as intercepts only. The default is none of them. If used, choose one value
from the set {1,2}. See CommonVGAMffArguments for more information.

Details

The exponentiated exponential distribution is an alternative to the Weibull and the gamma distribu-
tions. The formula for the density is

Fyi A o) = aA(1 — exp(—Ay))* " exp(—Ay)

where y > 0, A\ > 0 and o > 0. The mean of Y is (¢)(ov + 1) — 9(1))/A (returned as the fitted
values) where 1 is the digamma function. The variance of Y is (¢/(1) — ¢’ (a + 1)) /A% where 1’
is the trigamma function.

This distribution has been called the two-parameter generalized exponential distribution by Gupta
and Kundu (2006). A special case of the exponentiated exponential distribution: o« = 1 is the
exponential distribution.
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Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

Practical experience shows that reasonably good initial values really helps. In particular, try setting
different values for the ishape argument if numerical problems are encountered or failure to con-
vergence occurs. Even if convergence occurs try perturbing the initial value to make sure the global
solution is obtained and not a local solution. The algorithm may fail if the estimate of the shape
parameter is too close to unity.

Note

Fisher scoring is used, however, convergence is usually very slow. This is a good sign that there is a
bug, but I have yet to check that the expected information is correct. Also, I have yet to implement
Type-I right censored data using the results of Gupta and Kundu (2006).

Another algorithm for fitting this model is implemented in expexpff1.

Author(s)
T. W. Yee

References

Gupta, R. D. and Kundu, D. (2001). Exponentiated exponential family: an alternative to gamma
and Weibull distributions, Biometrical Journal, 43, 117-130.

Gupta, R. D. and Kundu, D. (2006). On the comparison of Fisher information of the Weibull and
GE distributions, Journal of Statistical Planning and Inference, 136, 3130-3144.

See Also

expexpff1, gammaR, weibullR, CommonVGAMffArguments.

Examples

# A special case: exponential data

edata <- data.frame(y = rexp(n <- 1000))

fit <- vglm(y ~ 1, fam = expexpff, data = edata, trace = TRUE, maxit = 99)
coef(fit, matrix = TRUE)

Coef (fit)

# Ball bearings data (number of million revolutions before failure)
edata <- data.frame(bbearings = c(17.88, 28.92, 33.00, 41.52, 42.12, 45.60,
48.80, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 68.64,
68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92,
128.04, 173.40))
fit <- vglm(bbearings ~ 1, fam = expexpff(irate = 0.05, ish = 5),
trace = TRUE, maxit = 300, data = edata)
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coef (fit, matrix = TRUE)
Coef(fit) # Authors get c(rate=0.0314, shape=5.2589)
loglik(fit) # Authors get -112.9763

# Failure times of the airconditioning system of an airplane

eedata <- data.frame(acplane = c(23, 261, 87, 7, 120, 14, 62, 47,

225, 71, 246, 21, 42, 20, 5, 12, 120, 11, 3, 14,

71, 11, 14, 11, 16, 90, 1, 16, 52, 95))

fit <- vglm(acplane ~ 1, fam = expexpff(ishape = 0.8, irate = 0.15),
trace = TRUE, maxit = 99, data = eedata)

coef(fit, matrix = TRUE)

Coef(fit) # Authors get c(rate=0.0145, shape=0.8130)

loglik(fit) # Authors get log-lik -152.264

expexpffi Exponentiated Exponential Distribution

Description
Estimates the two parameters of the exponentiated exponential distribution by maximizing a profile
(concentrated) likelihood.

Usage

expexpff1(lrate = "loglink”, irate = NULL, ishape = 1)

Arguments
lrate Parameter link function for the (positive) A parameter. See Links for more
choices.
irate Initial value for the A parameter. By default, an initial value is chosen internally
using ishape.
ishape Initial value for the a parameter. If convergence fails try setting a different value
for this argument.
Details

See expexpff for details about the exponentiated exponential distribution. This family function
uses a different algorithm for fitting the model. Given A, the MLE of « can easily be solved in
terms of A. This family function maximizes a profile (concentrated) likelihood with respect to .
Newton-Raphson is used, which compares with Fisher scoring with expexpff.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.



272 expexpffl

Warning

The standard errors produced by a summary of the model may be wrong.

Note

This family function works only for intercept-only models, i.e., y ~ 1 where y is the response.

The estimate of « is attached to the misc slot of the object, which is a list and contains the compo-
nent shape.

As Newton-Raphson is used, the working weights are sometimes negative, and some adjustment is
made to these to make them positive.

Like expexpff, good initial values are needed. Convergence may be slow.

Author(s)
T. W. Yee

References

Gupta, R. D. and Kundu, D. (2001). Exponentiated exponential family: an alternative to gamma
and Weibull distributions, Biometrical Journal, 43, 117-130.

See Also

expexpff, CommonVGAMffArguments.

Examples

# Ball bearings data (number of million revolutions before failure)

edata <- data.frame(bbearings = c(17.88, 28.92, 33.00, 41.52, 42.12, 45.60,

48.80, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 68.64,

68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92,

128.04, 173.40))

fit <- vglm(bbearings ~ 1, expexpff1(ishape = 4), trace = TRUE,
maxit = 250, checkwz = FALSE, data = edata)

coef(fit, matrix = TRUE)

Coef(fit) # Authors get c(0.0314, 5.2589) with log-lik -112.9763

loglLik(fit)

fit@misc$shape # Estimate of shape

# Failure times of the airconditioning system of an airplane

eedata <- data.frame(acplane = c(23, 261, 87, 7, 120, 14, 62, 47,

225, 71, 246, 21, 42, 20, 5, 12, 120, 11, 3, 14,

71, 11, 14, 11, 16, 90, 1, 16, 52, 95))

fit <- vglm(acplane ~ 1, expexpffl(ishape = 0.8), trace = TRUE,
maxit = 50, checkwz = FALSE, data = eedata)

coef(fit, matrix = TRUE)

Coef(fit) # Authors get c(0.0145, 0.8130) with log-lik -152.264

loglLik(fit)

fit@misc$shape # Estimate of shape
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expgeom The Exponential Geometric Distribution

Description
Density, distribution function, quantile function and random generation for the exponential geomet-
ric distribution.

Usage

dexpgeom(x, scale = 1, shape, log = FALSE)
pexpgeom(q, scale = 1, shape)
1
1

gexpgeom(p, scale = 1, shape)
rexpgeom(n, scale = 1, shape)
Arguments
X, q vector of quantiles.
p vector of probabilities.
n number of observations. If length(n) > 1 then the length is taken to be the
number required.
scale, shape positive scale and shape parameters.
log Logical. If 1og = TRUE then the logarithm of the density is returned.
Details

See expgeometric, the VGAM family function for estimating the parameters, for the formula of
the probability density function and other details.

Value

dexpgeom gives the density, pexpgeom gives the distribution function, gexpgeom gives the quantile
function, and rexpgeom generates random deviates.

Note

We define scale as the reciprocal of the scale parameter used by Adamidis and Loukas (1998).

Author(s)
J. G. Lauder and T. W. Yee

See Also

expgeometric, exponential, geometric.
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Examples

## Not run:

shape <- 0.5; scale <- 1; nn <- 501

x <- seq(-0.10, 3.0, len = nn)

plot(x, dexpgeom(x, scale, shape), type = "1", las = 1, ylim = c(0, 2),

ylab = paste(”[dpJlexpgeom(shape = ", shape, ", scale = ", scale, ")"),
col = "blue"”, cex.main = 0.8,
main = "Blue is density, red is cumulative distribution function”,
sub = "Purple lines are the 10,20,...,90 percentiles”)

lines(x, pexpgeom(x, scale, shape), col = "red")

probs <- seq(@.1, 0.9, by = 0.1)
Q <- gexpgeom(probs, scale, shape)

lines(Q, dexpgeom(Q, scale, shape), col = "purple”, 1ty = 3, type = "h")
lines(Q, pexpgeom(Q, scale, shape), col = "purple”, 1ty = 3, type = "h")
abline(h = probs, col = "purple”, 1ty = 3)
max (abs(pexpgeom(Q, scale, shape) - probs)) # Should be 0
## End(Not run)

expgeometric Exponential Geometric Distribution Family Function

Description
Estimates the two parameters of the exponential geometric distribution by maximum likelihood
estimation.
Usage
expgeometric(lscale = "loglink”, lshape = "logitlink",
iscale = NULL, ishape = NULL,
tol12 = 1e-05, zero = 1, nsimEIM = 400)
Arguments

lscale, 1shape Link function for the two parameters. See Links for more choices.
iscale, ishape Numeric. Optional initial values for the scale and shape parameters.
toll12 Numeric. Tolerance for testing whether a parameter has value 1 or 2.

zero, nsimEIM  See CommonVGAMffArguments.

Details
The exponential geometric distribution has density function
f(y;c = scale, s = shape) = (1/c)(1 — s)e™¥/°(1 — se™¥/¢)~2

where y > 0, ¢ > 0 and s € (0,1). The mean, (c(s — 1)/s)log(1 — s) is returned as the fitted
values. Note the median is clog(2 — s). Simulated Fisher scoring is implemented.
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Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

We define scale as the reciprocal of the scale parameter used by Adamidis and Loukas (1998).

Author(s)
J. G. Lauder and T. W. Yee

References

Adamidis, K., Loukas, S. (1998). A lifetime distribution with decreasing failure rate. Statistics and
Probability Letters, 39, 35-42.

See Also

dexpgeom, exponential, geometric.

Examples

## Not run:

Scale <- exp(2); shape = logitlink(-1, inverse = TRUE);

edata <- data.frame(y = rexpgeom(n = 2000, scale = Scale, shape = shape))
fit <- vglm(y ~ 1, expgeometric, edata, trace = TRUE)

c(with(edata, mean(y)), head(fitted(fit), 1))

coef(fit, matrix = TRUE)

Coef(fit)

summary (fit)

## End(Not run)

expint The Exponential Integral and Variants

Description

Computes the exponential integral Ei(z) for real values, as well as exp(—z) x Ei(z) and E;(x)
and their derivatives (up to the 3rd derivative).

Usage

expint(x, deriv = @)
expexpint(x, deriv = 0)
expint.E1(x, deriv = 0)
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Arguments
X Numeric. Ideally a vector of positive reals.
deriv Integer. Either O, 1, 2 or 3.

Details

The exponential integral E'i(x) function is the integral of exp(t)/t from 0 to x, for positive real .
The function E4 (z) is the integral of exp(—t)/t from x to infinity, for positive real x.
Value

Function expint(x, deriv = n) returns the nth derivative of Ei(x) (up to the 3rd), function expexpint(x,
deriv = n) returns the nth derivative of exp(—x) x Ei(z) (up to the 3rd), function expint.E1(x,
deriv = n) returns the nth derivative of E;(x) (up to the 3rd).

Warning

These functions have not been tested thoroughly.

Author(s)

T. W. Yee has simply written a small wrapper function to call the NETLIB FORTRAN code.
Xiangjie Xue modified the functions to calculate derivatives. Higher derivatives can actually be
calculated—please let me know if you need it.

References

https://netlib.org/specfun/ei.

See Also

log, exp. There is also a package called expint.

Examples

## Not run:
par(mfrow = c(2, 2))
curve(expint, 0.01, 2, xlim = c(@, 2), ylim = c(-3, 5),
las = 1, col = "orange")
abline(v = (-3):5, h = (-4):5, lwd = 2, 1ty = "dotted”, col = "gray")
abline(h = @, v = 0, 1ty = "dashed”, col = "blue")

curve(expexpint, .01, 2, xlim = c(@, 2), ylim = c(-3, 2),

las = 1, col = "orange")
abline(v = (-3):2, h = (-4):5, lwd = 2, 1ty = "dotted”, col = "gray")
abline(h = @, v = @, 1ty = "dashed”, col = "blue")

curve(expint.E1, 0.01, 2, xlim = c(@, 2), ylim = c(0, 5),
las = 1, col = "orange")
abline(v = (-3):2, h = (-4):5, 1lwd = 2, 1ty = "dotted”, col = "gray")
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abline(h = 0, v = @0, 1ty = "dashed”, col = "blue")

## End(Not run)

explink Exponential Link Function

Description

Computes the exponential transformation, including its inverse and the first two derivatives.

Usage

explink(theta, bvalue = NULL, inverse = FALSE, deriv = 0,
short = TRUE, tag = FALSE)

Arguments
theta Numeric or character. See below for further details.
bvalue See clogloglink.

inverse, deriv, short, tag
Details at Links.

Details

The exponential link function is potentially suitable for parameters that are positive. Numerical
values of theta close to negative or positive infinity may result in @, Inf, -Inf, NA or NaN.

Value

For explink with deriv = @, the exponential of theta, i.e., exp(theta) when inverse = FALSE.
And if inverse = TRUE then log(theta); if theta is not positive then it will return NaN.

For deriv = 1, then the function returns d eta/ d theta as a function of theta if inverse = FALSE,
else if inverse = TRUE then it returns the reciprocal.

Here, all logarithms are natural logarithms, i.e., to base e.

Note

This function has particular use for computing quasi-variances when used with rcimand uninormal.

Numerical instability may occur when theta is close to negative or positive infinity. One way of
overcoming this (one day) is to use bvalue.

Author(s)
Thomas W. Yee
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See Also

Links, loglink, rcim, Qvar, uninormal.

Examples

theta <- rnorm(30)
explink(theta)
max(abs(explink(explink(theta), inverse = TRUE) - theta)) # 07?

explog The Exponential Logarithmic Distribution

Description

Density, distribution function, quantile function and random generation for the exponential loga-
rithmic distribution.

Usage

dexplog(x, scale = 1, shape, log = FALSE)
pexplog(q, scale = 1, shape)
gexplog(p, scale = 1, shape)
1

rexplog(n, scale = 1, shape)
Arguments
X, q vector of quantiles.
p vector of probabilities.
n number of observations. If length(n) > 1 then the length is taken to be the
number required.
scale, shape positive scale and shape parameters.
log Logical. If 1og = TRUE then the logarithm of the density is returned.
Details

See explogff, the VGAM family function for estimating the parameters, for the formula of the
probability density function and other details.

Value
dexplog gives the density, pexplog gives the distribution function, gexplog gives the quantile
function, and rexplog generates random deviates.

Note

We define scale as the reciprocal of the scale parameter used by Tahmasabi and Rezaei (2008).
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Author(s)
J. G. Lauder and T. W. Yee

See Also

explogff, exponential.

Examples

## Not run:

shape <- 0.5; scale <- 2; nn <- 501

x <- seq(-0.50, 6.0, len = nn)

plot(x, dexplog(x, scale, shape), type = "1", las = 1, ylim = c(0, 1.1),

ylab = paste(”[dplexplog(shape = ", shape, ", scale = ", scale, ")"),
col = "blue”, cex.main = 0.8,
main = "Blue is density, orange is cumulative distribution function”,
sub = "Purple lines are the 10,20,...,90 percentiles”)

lines(x, pexplog(x, scale, shape), col = "orange")

probs <- seq(@.1, 0.9, by = 0.1)

Q <- gexplog(probs, scale, shape = shape)

lines(Q, dexplog(Q, scale, shape = shape), col = "purple”, 1ty
lines(Q, pexplog(Q, scale, shape = shape), col = "purple”, 1ty
abline(h = probs, col = "purple”, 1ty = 3)

max(abs(pexplog(Q, scale, shape = shape) - probs)) # Should be @

3, type = "h")
3, type = "h")

## End(Not run)

explogff Exponential Logarithmic Distribution Family Function

Description

Estimates the two parameters of the exponential logarithmic distribution by maximum likelihood
estimation.

Usage

explogff(lscale = "loglink”, lshape = "logitlink”,
iscale = NULL, ishape = NULL,
tol12 = 1e-05, zero = 1, nsimEIM = 400)

Arguments

1scale, 1shape See CommonVGAMffArguments for information.

toll12 Numeric. Tolerance for testing whether a parameter has value 1 or 2.
iscale, ishape, zero, nsimEIM
See CommonVGAMffArguments.
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Details

The exponential logarithmic distribution has density function

flyse,s) = (1/(=1ogp))(((1/e)(1 = s)e™¥/€) /(1 = (1 = s)e~ /%))

where y > 0, scale parameter ¢ > 0, and shape parameter s € (0, 1). The mean, (—polylog(2,1 —
p)c)/ log(s) is not returned as the fitted values. Note the median is clog(1+ /s) and it is currently
returned as the fitted values. Simulated Fisher scoring is implemented.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Note

We define scale as the reciprocal of the rate parameter used by Tahmasabi and Sadegh (2008).
Yet to do: find a polylog() function.

Author(s)

J. G. Lauder and T. W .Yee

References

Tahmasabi, R., Sadegh, R. (2008). A two-parameter lifetime distribution with decreasing failure
rate. Computational Statistics and Data Analysis, 52, 3889-3901.

See Also

dexplog, exponential,

Examples

## Not run: Scale <- exp(2); shape <- logitlink(-1, inverse = TRUE)
edata <- data.frame(y = rexplog(n = 2000, scale = Scale, shape = shape))
fit <- vglm(y ~ 1, explogff, data = edata, trace = TRUE)

c(with(edata, median(y)), head(fitted(fit), 1))

coef(fit, matrix = TRUE)

Coef (fit)

summary (fit)

## End(Not run)
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exponential Exponential Distribution

Description

Maximum likelihood estimation for the exponential distribution.

Usage

exponential(link = "loglink”, location = @, expected = TRUE,
type.fitted = c("mean”, "percentiles”, "Qlink"),
percentiles = 50,
ishrinkage = 0.95, parallel = FALSE, zero = NULL)

Arguments
link Parameter link function applied to the positive parameter rate. See Links for
more choices.
location Numeric of length 1, the known location parameter, A, say.
expected Logical. If TRUE Fisher scoring is used, otherwise Newton-Raphson. The latter

is usually faster.
ishrinkage, parallel, zero

See CommonVGAMffArguments for information.
type.fitted, percentiles

See CommonVGAMffArguments for information.
Details

The family function assumes the response Y has density

f(y) = Xexp(=A(y — 4))
for y > A, where A is the known location parameter. By default, A = 0. Then E(Y) = A+ 1/A
and Var(Y) = 1/)2,
Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm, and vgam.
Note

Suppose A = 0. For a fixed time interval, the number of events is Poisson with mean X if the time
between events has a geometric distribution with mean A~'. The argument rate in exponential
is the same as rexp etc. The argument lambda in rpois is somewhat the same as rate here.
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Author(s)
T. W. Yee

References

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

See Also

amlexponential, gpd, laplace, expgeometric, explogff, poissonff, mix2exp, freund61, simulate.vlm,
Exponential.

Examples

edata <- data.frame(x2 = runif(nn <- 100) - 0.5)

edata <- transform(edata, x3 = runif(nn) - 0.5)

edata <- transform(edata, eta = 0.2 - 0.7 * x2 + 1.9 * x3)
edata <- transform(edata, rate = exp(eta))

edata <- transform(edata, y = rexp(nn, rate = rate))
with(edata, stem(y))

fit.slow <- vglm(y ~ x2 + x3, exponential, data = edata, trace = TRUE)

fit.fast <- vglm(y ~ x2 + x3, exponential(exp = FALSE), data = edata,
trace = TRUE, crit = "coef")

coef(fit.slow, mat = TRUE)

summary (fit.slow)

# Compare results with a GPD. Has a threshold.
threshold <- 0.5
gdata <- data.frame(yl = threshold + rexp(n = 3000, rate = exp(1.5)))

fit.exp <- vglm(yl ~ 1, exponential(location = threshold), data = gdata)
coef(fit.exp, matrix = TRUE)

Coef(fit.exp)

logLik(fit.exp)

fit.gpd <- vglm(yl ~ 1, gpd(threshold = threshold), data = gdata)
coef(fit.gpd, matrix = TRUE)

Coef (fit.gpd)

loglik(fit.gpd)

exppois The Exponential Poisson Distribution

Description

Density, distribution function, quantile function and random generation for the exponential poisson
distribution.
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Usage

dexppois(x,
pexppois(q,
gexppois(p,
rexppois(n,

Arguments

X, q
p
n

shape, rate

log
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rate = 1, shape, log = FALSE)

rate = 1, shape, lower.tail = TRUE, log.p = FALSE)
1
1

rate = 1, shape, lower.tail = TRUE, log.p = FALSE)
rate = 1, shape)

vector of quantiles.
vector of probabilities.

number of observations. If length(n) > 1 then the length is taken to be the
number required.

positive parameters.

Logical. If 1og = TRUE then the logarithm of the density is returned.

lower.tail, log.p

Details

Same meaning as in pnorm or gnorm.

See exppoisson, the VGAM family function for estimating the parameters, for the formula of the
probability density function and other details.

Value

dexppois gives the density, pexppois gives the distribution function, gexppois gives the quantile
function, and rexppois generates random deviates.

Author(s)

Kai Huang and J. G. Lauder

See Also

exppoisson.

Examples

## Not run:

rate <- 2; shape <- 0.5; nn <- 201

X <- seq(-0.05, 1.05, len = nn)
plot(x, dexppois(x, rate = rate, shape), type = "1", las = 1, ylim = c(0@, 3),

ylab = paste(”"fexppoisson(rate = ", rate, ", shape = ", shape, ")"),
col = "blue”, cex.main = 0.8,
main = "Blue is the density, orange the cumulative distribution function”,
sub = "Purple lines are the 10,20,...,90 percentiles”)
lines(x, pexppois(x, rate = rate, shape), col = "orange")
probs <- seq(@.1, 0.9, by = 0.1)
Q <- gexppois(probs, rate = rate, shape)
lines(Q, dexppois(Q, rate = rate, shape), col = "purple”, 1ty = 3, type = "h")
lines(Q, pexppois(Q, rate = rate, shape), col = "purple”, 1ty = 3, type = "h")
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abline(h = probs, col = "purple”, 1ty = 3); abline(h = @, col = "gray50")
max(abs(pexppois(Q, rate = rate, shape) - probs)) # Should be @

## End(Not run)

exppoisson Exponential Poisson Distribution Family Function

Description

Estimates the two parameters of the exponential Poisson distribution by maximum likelihood esti-

mation.
Usage
exppoisson(lrate = "loglink”, lshape = "loglink",
irate = 2, ishape = 1.1, zero = NULL)
Arguments

lshape, 1rate  Link function for the two positive parameters. See Links for more choices.

ishape, irate  Numeric. Initial values for the shape and rate parameters. Currently this func-
tion is not intelligent enough to obtain better initial values.

zero See CommonVGAMffArguments.

Details

The exponential Poisson distribution has density function

A
f(y; B = rate, \ = shape) = T o=x _fﬂ\ e~ A~ Pytrexp (=Fy)

where y > 0, and the parameters shape, A, and rate, (3, are positive. The distribution implies a
population facing discrete hazard rates which are multiples of a base hazard. This VGAM fam-
ily function requires the hypergeo package (to use their genhypergeo function). The median is
returned as the fitted value.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

This VGAM family function does not work properly!

Author(s)

J. G. Lauder, jamesglauder @ gmail.com
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References

Kus, C., (2007). A new lifetime distribution. Computational Statistics and Data Analysis, 51,
4497-4509.

See Also

dexppois, exponential, poisson.

Examples

## Not run:

shape <- exp(1); rate <- exp(2)

rdata <- data.frame(y = rexppois(n = 1000, rate = rate, shape = shape))
library("hypergeo”) # Required!

fit <- vglm(y ~ 1, exppoisson, data = rdata, trace = FALSE, maxit = 1200)
c(with(rdata, median(y)), head(fitted(fit), 1))

coef(fit, matrix = TRUE)

Coef(fit)

summary (fit)

## End(Not run)

Extbetabinom The Beta-Binomial Distribution

Description

Density, distribution function, quantile function and random generation for the extended beta-
binomial distribution.

Usage

dextbetabinom(x, size, prob, rho = 0,
log = FALSE, forbycol = TRUE)
pextbetabinom(q, size, prob, rho = 0,
lower.tail = TRUE, forbycol
gextbetabinom(p, size, prob, rho
forbycol = TRUE)
rextbetabinom(n, size, prob, rho = 0)

In
o -
~ o)
[
m
~

Arguments
X, q vector of quantiles.
p vector of probabilities.
size number of trials.
n number of observations. Same as runif.

prob the probability of success 1. Must be in the unit closed interval [0, 1].
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rho the correlation parameter p, which may be negative for underdispersion or else
be in the interval [0, 1) for overdispersion. The default value of O corresponds
to the usual binomial distribution with probability prob.

log, lower.tail
Same meaning as runif.

forbycol Logical. A for loop cycles over either the rows or columns and this argument
determines which. The rows are 1:1ength(x) and the columns are @:max(size).
The best choice is data set dependent.

Details

The extended beta-binomial distribution allows for a slightly negative correlation parameter be-
tween binary responses within a cluster (e.g., a litter). An exchangeable error structure with corre-
lation p is assumed.

Value

dextbetabinom gives the density, pextbetabinom gives the distribution function, gextbetabinom
gives the quantile function and rextbetabinom generates random deviates.

Warning

Setting rho = 1 is not recommended as NaN is returned, however the code may be modified in the
future to handle this special case.

Note

Currently most of the code is quite slow. Speed improvements are a future project. Use forbycol
optimally.

See Also

extbetabinomial, Betabinom, Binomial.

Examples

set.seed(1); rextbetabinom(10, 100, 0.5)
set.seed(1); rbinom(10, 100, ©0.5) # Same

## Not run: N <- 9; xx <- @:N; prob <- 0.5; rho <- -0.02
dy <- dextbetabinom(xx, N, prob, rho)
barplot(rbind(dy, dbinom(xx, size = N, prob)),
beside = TRUE, col = c("blue”,"green"), las =1
main = paste@("Beta-binom(size=", N,
", prob=", prob, ", rho=", rho, ") (blue) vs\n",
" Binom(size=", N, ", prob=", prob, ") (green)"),
names.arg = as.character(xx), cex.main = 0.8)
sum(dy * xx) # Check expected values are equal
sum(dbinom(xx, size = N, prob = prob) x xx)
cumsum(dy) - pextbetabinom(xx, N, prob, rho) # 07?

’
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## End(Not run)
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extbetabinomial

Extended Beta-binomial Distribution Family Function

Description

Fits an extended beta-binomial distribution by maximum likelihood estimation. The two parameters
here are the mean and correlation coefficient.

Usage

extbetabinomial (Imu = "logitlink", lrho = "cloglink",
zero = "rho", irho = 0@, grho = c(@, 0.05, 0.1, 0.2),
vfl = FALSE, Form2 = NULL,
imethod = 1, ishrinkage = 0.95)

Arguments

Imu, 1rho

irho, grho

imethod

zero

ishrinkage
vfl, Form2

Details

Link functions applied to the two parameters. See Links for more choices. The
first default ensure the mean remain in (0, 1), while the second allows for a
slightly negative correlation parameter: you could say it lies in (max(—p /(N —
w—1),—(1 —=p)/(N—=(1—-p)—1)),1) where p is the mean (probability)
and N is size. See below for details. For lrho, cloglink is a good choice
because it handles parameter values from 1 downwards. Other good choices
include logofflink(offset =1) and rhobitlink.

The first is similar to betabinomial and it is a good idea to use this argument
because to conduct a grid search based on grho is expensive. The default is
effectively a binomial distribution. Set irho = NULL to perform a grid search
which is more reliable but slow.

Similar to betabinomial.

Similar to betabinomial. Also, see CommonVGAMffArguments for more infor-
mation. Modelling rho with covariates requires large samples.

See betabinomial and CommonVGAMffArguments for information.

See CommonVGAMffArguments. If vfl = TRUE then Form2 should be a formula
specifying the terms for 72 and all others are used for p. It is similar to uninormal.
If these arguments are used then cbind(@, log(sizel / (sizel - 1))) should
be used as an offset, and set zero = NULL too.

The extended beta-binomial distribution (EBBD) proposed by Prentice (1986) allows for a slightly
negative correlation parameter whereas the ordinary BBD betabinomial only allows values in
(0,1) so it handles overdispersion only. When negative, the data is underdispersed relative to an
ordinary binomial distribution.
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Argument rho is used here for the ¢ used in Prentice (1986) because it is the correlation between the
(almost) Bernoulli trials. (They are actually simple binary variates.) We use here /N for the number
of trials (e.g., litter size), 7' = NY is the number of successes, and p (or ) is the probability of
a success (e.g., a malformation). That is, Y is the proportion of successes. Like binomialff, the
fitted values are the estimated probability of success (i.e., F[Y] and not E[T']) and the prior weights
N are attached separately on the object in a slot.

The probability function is difficult to write but it involves three series of products. Recall Y =
T/N is the real response being modelled, where T is the (total) sum of N correlated (almost)
Bernoulli trials.

The default model is n; = logit(u) and 72 = clog(p) because the first parameter lies between
0 and 1. The second link is cloglink. The mean of Y is p = p and the variance of Y is pu(1 —
1)(14+ (N —1)p)/N. Here, the correlation p may be slightly negative and is the correlation between
the N individuals within a litter. A litter effect is typically reflected by a positive value of p and
corresponds to overdispersion with respect to the binomial distribution. Thus an exchangeable error
structure is assumed between units within a litter for the EBBD.

This family function uses Fisher scoring. Elements of the second-order expected derivatives are
computed numerically, which may fail for models very near the boundary of the parameter space.
Usually, the computations are expensive for large IV because of a for loop, so it may take a long
time.

Value

An object of class "vglmff" (see vglmff-class). The object is used by modelling functions such
as vglm.

Suppose fit is a fitted EBB model. Then depvar (fit) are the sample proportions y, fitted(fit)
returns estimates of F(Y), and weights(fit, type = "prior") returns the number of trials V.

Warning

Modelling rho using covariates well requires much data so it is usually best to leave zero alone. Itis
good to set trace = TRUE and play around with irho if there are problems achieving convergence.
Convergence problems will occur when the estimated rho is close to the lower bound, i.e., the
underdispersion is almost too severe for the EBB to cope.

Note

This function is recommended over betabinomial and betabinomialff. It processes the input in
the same way as binomialff. But it does not handle the case N < 2 very well because there are
two parameters to estimate, not one, for each row of the input. Cases where N > 2 can be selected
via the subset argument of vglm.

Author(s)

T. W. Yee
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References

Prentice, R. L. (1986). Binary regression using an extended beta-binomial distribution, with discus-
sion of correlation induced by covariate measurement errors. Journal of the American Statistical
Association, 81, 321-327.

See Also

Extbetabinom, betabinomial, betabinomialff, binomialff, dirmultinomial, cloglink, lirat.

Examples

# Example 1
edata <- data.frame(N = 10, mu = 0.5, rho = 0.1)
edata <- transform(edata,
y = rextbetabinom(100, N, mu, rho = rho))
fitl <- vglm(cbind(y, N-y) ~ 1, extbetabinomial, edata, trace = TRUE)
coef(fit1, matrix = TRUE)
Coef (fit1)
head(cbind(depvar(fit1), weights(fit1, type = "prior")))

# Example 2: VFL model
## Not run: N <- sizel <- 10; nn <- 2000; set.seed(1)
edata <- # Generate the data set. Expensive.
data.frame(x2 = runif(nn),
ooo = log(sizel / (sizel - 1)))
edata <- transform(edata, xlcopy = 1, x2copy = x2,
y2 = rextbetabinom(nn, sizel, # Expensive
logitlink(1 + x2, inverse = TRUE),
cloglink(ooo + 1 - ©.5 * x2, inv = TRUE)))
fit2 <- vglm(data = edata,
cbind(y2, N - y2) ~ x2 + xlcopy + x2copy,
extbetabinomial(zero = NULL, vfl = TRUE,
Form2 = ~ xlcopy + x2copy - 1),
offset = cbind(@, ooo), trace = TRUE)
coef(fit2, matrix = TRUE)
wald.stat(fit2, values@ = c(1, 1, -0.5))

## End(Not run)

extlogF1 Extended log-F Distribution Family Function

Description

Maximum likelihood estimation of the 1-parameter extended log-F distribution.
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Usage

extlogF1(tau = c(0.25, 0.5, 0.75), parallel = TRUE ~ 0,
seppar = 0, tolo = -0.001,
llocation = "identitylink"”, ilocation = NULL,
lambda.arg = NULL, scale.arg = 1, ishrinkage = 0.95,
digt = 4, idf.mu = 3, imethod = 1)

Arguments

tau Numeric, the desired quantiles. A strictly increasing sequence, each value must
be in (0, 1). The default values are the three quartiles, matching 1ms.bcn.

parallel Similar to alaplacel, applying to the location parameters. One can try fix up
the quantile-crossing problem after fitting the model by calling fix.crossing.
Use is.crossing to see if there is a problem. The default for parallel is
totally FALSE, i.e., FALSE for every variable including the intercept. Quantile-
crossing can occur when values of tau are too close, given the data. How the
quantiles are modelled with respect to the covariates also has a big effect, e.g.,
if they are too flexible or too inflexible then the problem is likely to occur. For
example, using bs with df = 10 is likely to create problems.

Setting parallel = TRUE results in a totally parallel model; all quantiles are
parallel and this assumption can be too strong for some data sets. Instead,
fix.crossing only repairs the quantiles that cross. So one must carefully
choose values of tau for fitting the original fit.

seppar, tol@ Numeric, both of unit length and nonnegative, the separation and shift parame-
ters. If seppar is positive then any crossing quantile is penalized by the differ-
ence cubed multiplied by seppar. The log-likelihood subtracts the penalty. The
shift parameter ensures that the result is strictly noncrossing when seppar is
large enough; otherwise if tol@ = @ and seppar is large then the crossing quan-
tiles remain crossed even though the offending amount becomes small but never
exactly 0. Informally, tol@ pushes the adjustment enough so that is.crossing
should return FALSE.

If tol@ is positive then that is the shift in absolute terms. But tol@ may be as-
signed a negative value, in which case it is interpreted multiplicatively relative
to the midspread of the response; tol@ <- abs(tol®) * midspread. Regard-
less, fit@extra$tolo is the amount in absolute terms.

If avoiding the quantile crossing problem is of concern to you, try increasing
seppar to decrease the amount of crossing. Probably it is best to choose the
smallest value of seppar so that is.crossing returns FALSE. Increasing tol@
relatively or absolutely means the fitted quantiles are allowed to move apart
more. However, tau must be considered when choosing tol@.

llocation, ilocation
See Links for more choices and CommonVGAMffArguments for more informa-
tion. Choosing loglink should usually be good for counts. And choosing
logitlink should be a reasonable for proportions. However, avoid choosing
tau values close to the boundary, for example, if pg is the proportion of Os then
choose py < 7. For proportions grouped data is much better than ungrouped
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data, and the bigger the groups the more the granularity so that the empirical
proportion can approximate tau more closely.

lambda.arg Positive tuning parameter which controls the sharpness of the cusp. The limit
as it approaches 0 is probably very similar to dalap. The default is to choose
the value internally. If scale.arg increases, then probably lambda.arg needs
to increase accordingly. If lambda.arg is too large then the empirical quan-
tiles may not be very close to tau. If lambda.arg is too close to O then the
convergence behaviour will not be good and local solutions found, as well as
numerical problems in general. Monitoring convergence is recommended when
varying lambda.arg.

scale.arg Positive scale parameter and sometimes called scale. The transformation used
is (y - location) / scale. This function should be okay for response vari-
ables having a moderate range (0-100, say), but if very different from this then
experimenting with this argument will be a good idea.

ishrinkage, idf.mu, digt
Similar to alaplacel.

imethod Initialization method. Either the value 1, 2, or.... See CommonVGAMffArguments
for more information.

Details

This is an experimental family function for quantile regression. Fasiolo et al. (2020) propose an ex-
tended log-F distribution (ELF) however this family function only estimates the location parameter.
The distribution has a scale parameter which can be inputted (default value is unity). One location
parameter is estimated for each tau value and these are the estimated quantiles. For quantile regres-
sion it is not necessary to estimate the scale parameter since the log-likelihood function is triangle
shaped.

The ELF is used as an approximation of the asymmetric Laplace distribution (ALD). The latter
cannot be estimated properly using Fisher scoring/IRLS but the ELF holds promise because it has
continuous derivatives and therefore fewer problems with the regularity conditions. Because the
ELF is fitted to data to obtain an empirical result the convergence behaviour may not be gentle and
smooth. Hence there is a function-specific control function called extlogF1.control which has
something like stepsize = 9.5 and maxits = 100. It has been found that slowing down the rate
of convergence produces greater stability during the estimation process. Regardless, convergence
should be monitored carefully always.

This function accepts a vector response but not a matrix response.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglm and vgam.

Note

Changes will occur in the future to fine-tune things. In general setting trace = TRUE is strongly
encouraged because it is needful to check that convergence occurs properly.

If seppar > @ then logLik (fit) will return the penalized log-likelihood.
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Author(s)
Thomas W. Yee

References

Fasiolo, M., Wood, S. N., Zaffran, M., Nedellec, R. and Goude, Y. (2020). Fast calibrated additive
quantile regression. J. Amer. Statist. Assoc., in press.

Yee, T. W. (2020). On quantile regression based on the 1-parameter extended log-F distribution. In
preparation.

See Also

dextlogF, is.crossing, fix.crossing, eCDF, vglm.control, logF, alaplacel, dalap, Ims.bcn.

Examples

nn <- 1000; mytau <- c(0.25, 0.75)
edata <- data.frame(x2 = sort(rnorm(nn)))
edata <- transform(edata, y1 = 1 + x2 + rnorm(nn, sd = exp(-1)),
y2 = cos(x2) / (1 + abs(x2)) + rnorm(nn, sd = exp(-1)))
fitl <- vglm(yl ~ x2, extlogF1(tau = mytau), data = edata) # trace = TRUE
fit2 <- vglm(y2 ~ bs(x2, 6), extlogF1(tau = mytau), data = edata)
coef (fit1, matrix = TRUE)
fit2@extra$percentile # Empirical percentiles here
summary (fit2)
c(is.crossing(fit1), is.crossing(fit2))
head(fitted(fit1))
## Not run: plot(y2 ~ x2, edata, col = "blue")
matlines(with(edata, x2), fitted(fit2), col="orange"”, lty =1, 1lwd = 2)
## End(Not run)

familyname Family Function Name

Description

Extractor function for the name of the family function of an object in the VGAM package.

Usage
familyname(object, ...)
familyname.vlm(object, all = FALSE, ...)
Arguments
object Some VGAM object, for example, having class vglmff-class.
all If all = TRUE then all of the vfamily slot is returned; this contains subclasses

the object might have. The default is the return the first value only.

Other possible arguments for the future.
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Details

Currently VGAM implements over 150 family functions. This function returns the name of the
function assigned to the family argument, for modelling functions such as vglm and vgam. Some-
times a slightly different answer is returned, e.g., propodds really calls cumulative with some
arguments set, hence the output returned by this function is "cumulative” (note that one day this
might change, however).

Value

A character string or vector.

Note

Arguments used in the invocation are not included. Possibly this is something to be done in the
future.

See Also

vglmff-class, vglm-class.

Examples

pneumo <- transform(pneumo, let = log(exposure.time))
fit1 <- vglm(cbind(normal, mild, severe) ~ let,
cumulative(parallel = TRUE, reverse = TRUE), data = pneumo)
familyname(fit1)
familyname(fit1, all = TRUE)
familyname(propodds()) # "cumulative"

Felix The Felix Distribution

Description

Density for the Felix distribution.

Usage

dfelix(x, rate = 0.25, log = FALSE)

Arguments
X vector of quantiles.
rate See felix.

log Logical. If 1og = TRUE then the logarithm of the density is returned.
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Details
See felix, the VGAM family function for estimating the parameter, for the formula of the proba-
bility density function and other details.

Value

dfelix gives the density.

Warning

The default value of rate is subjective.

Author(s)
T. W. Yee
See Also
felix.
Examples
## Not run:
rate <- 0.25; x <- 1:15
plot(x, dfelix(x, rate), type = "h", las = 1, col = "blue”,
ylab = paste("dfelix(rate=", rate, ")"),
main = "Felix density function"”)
## End(Not run)
felix Felix Distribution Family Function

Description

Estimates the parameter of a Felix distribution by maximum likelihood estimation.

Usage

felix(lrate = extlogitlink(min = @, max = @.5), imethod = 1)

Arguments

lrate Link function for the parameter, called a below; see Links for more choices and
for general information.

imethod See CommonVGAMffArguments. Valid values are 1, 2, 3 or 4.
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Details
The Felix distribution is an important basic Lagrangian distribution. The density function is

1
(EDIDI

where y = 1,3,5,...and 0 < a < 0.5. The mean is 1/(1 — 2a) (returned as the fitted values).
Fisher scoring is implemented.

Flyia) = (1-3)/2W=1/2 exp(—ay)

Value

An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Author(s)

T. W. Yee

References

Consul, P. C. and Famoye, F. (2006). Lagrangian Probability Distributions, Boston, USA: Birkhauser.

See Also

dfelix, borel.tanner.

Examples

fdata <- data.frame(y = 2 * rpois(n = 200, 1) + 1) # Not real data!
fit <- vglm(y ~ 1, felix, data = fdata, trace = TRUE, crit = "coef")
coef(fit, matrix = TRUE)

Coef (fit)

summary (fit)

fff F Distribution Family Function

Description

Maximum likelihood estimation of the (2-parameter) F distribution.

Usage

fff(link = "loglink”, idf1 = NULL, idf2 = NULL, nsimEIM = 100,
imethod = 1, zero = NULL)
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Arguments
link Parameter link function for both parameters. See Links for more choices. The
default keeps the parameters positive.
idf1, idf2 Numeric and positive. Initial value for the parameters. The default is to choose

each value internally.
nsimEIM, zero  See CommonVGAMffArguments for more information.

imethod Initialization method. Either the value 1 or 2. If both fail try setting values for
idf1 and idf2.

Details

The F distribution is named after Fisher and has a density function that has two parameters, called
df1 and df2 here. This function treats these degrees of freedom as positive reals rather than integers.
The mean of the distribution is df2/(df2 — 2) provided df2 > 2, and its variance is 2df22(df1 +
df2 —2)/(df1(df2 — 2)*(df2 — 4)) provided df2 > 4. The estimated mean is returned as the fitted
values. Although the F distribution can be defined to accommodate a non-centrality parameter ncp,
it is assumed zero here. Actually it shouldn’t be too difficult to handle any known ncp; something
to do in the short future.

Value
An object of class "vglmff"” (see vglmff-class). The object is used by modelling functions such
as vglmand vgam.

Warning

Numerical problems will occur when the estimates of the parameters are too low or too high.

Author(s)
T. W. Yee

References

Forbes, C., Evans, M., Hastings, N. and Peacock, B. (2011). Statistical Distributions, Hoboken, NJ,
USA: John Wiley and Sons, Fourth edition.

See Also

FDist.

Examples

## Not run:
fdata <- data.frame(x2 = runif(nn <- 2000))
fdata <- transform(fdata, df1 = exp(2+0.5%x2),
df2 = exp(2-0.5%x2))
fdata <- transform(fdata, y rf(nn, df1, df2))
fit <- vglm(y ~ x2, fff, data = fdata, trace = TRUE)
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coef (fit, matrix = TRUE)

## End(Not run)

fill1 Creates a Matrix of Appropriate Dimension

Description

A support function for the argument x1i j, it generates a matrix of an appropriate dimension.

Usage

fill1(x, values = @, ncolx = ncol(x))

Arguments
X A vector or matrix which is used to determine the dimension of the answer, in
particular, the number of rows. After converting x to a matrix if necessary, the
answer is a matrix of values values, of dimension nrow(x) by ncolx.
values Numeric. The answer contains these values, which are recycled columnwise if
necessary, i.e., as matrix(values, ..., byrow=TRUE).
ncolx The number of columns of the returned matrix. The default is the number of
columns of x.
Details

The xij argument for vglm allows the user to input variables specific to each linear/additive predic-
tor. For example, consider the bivariate logit model where the first/second linear/additive predictor
is the logistic regression of the first/second binary response respectively. The third linear/additive
predictor is 1og(OR) = eta3, where OR is the odds ratio. If one has ocular pressure as a covariate
in this model then xij is required to handle the ocular pressure for each eye, since these will be
different in general. [This contrasts with a variable such as age, the age of the person, which has a
common value for both eyes.] In order to input these data into vglm one often finds that functions
fill1, fill2, etc. are useful.

All terms in the xij and formula arguments in vglm must appear in the form2 argument too.

Value

matrix(values, nrow=nrow(x), ncol=ncolx), i.e., a matrix consisting of values values, with
the number of rows matching x, and the default number of columns is the number of columns of x.
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Note

The effect of the xij argument is after other arguments such as exchangeable and zero. Hence
xij does not affect constraint matrices.

Additionally, there are currently 3 other identical fi111 functions, called fill2, fill3 and fill4;
if you need more then assign fill5=fill6 = fill1 etc. The reason for this is that if more than
one filll function is needed then they must be unique. For example, if M = 4 then xij =
list(op ~lop+rop+ fill1(mop) + fill1(mop)) would reduce to xij =1list(op ~ lop + rop +
fill1(mop)), whereas xij = list(op ~ lop + rop + fill1(mop) + fill2(mop)) would retain all
M terms, which is needed.

In Examples 1 to 3 below, the xij argument illustrates covariates that are specific to a linear pre-
dictor. Here, lop/rop are the ocular pressures of the left/right eye in an artificial dataset, and mop is
their mean. Variables leye and reye might be the presence/absence of a particular disease on the
LHS/RHS eye respectively.

In Example 3, the xij argument illustrates fitting the (exchangeable) model where there is a com-
mon smooth function of the ocular pressure. One should use regression splines since s in vgam does
not handle the xij argument. However, regression splines such as bs and ns need to have the same
basis functions here for both functions, and Example 3 illustrates a trick involving a function BS to
obtain this, e.g., same knots. Although regression splines create more than a single column per term
in the model matrix, fil11(BS(lop,rop)) creates the required (same) number of columns.

Author(s)
T. W. Yee

See Also

vglm.control, vglm, multinomial, Select.

Examples

fill1(runif(5))
fill1(runif(5), ncol = 3)
fill1(runif(5), val = 1, ncol = 3)

# Generate (independent) eyes data for the examples below; OR=1.
nn <- 1000 # Number of people
eyesdata <- data.frame(lop = round(runif(nn), 2),

rop = round(runif(nn), 2),
age = round(rnorm(nn, 40, 10)))
eyesdata <- transform(eyesdata,
mop = (lop + rop) / 2, # Mean ocular pressure
op = (lop + rop) / 2, # Value unimportant unless plotting
# op = lop, # Choose this if plotting

etal = @ - 2xlop + 0.04*age, # Linear predictor for left eye
eta2 = @ - 2*rop + 0.04*age) # Linear predictor for right eye
eyesdata <- transform(eyesdata,
leye = rbinom(nn, size=1, prob
reye = rbinom(nn, size=1, prob

logitlink(etal, inverse = TRUE)),
logitlink(eta2, inverse = TRUE)))
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# Example 1. All effects are linear.
fitl <- vglm(cbind(leye,reye) ~ op + age,
family = binom2.or(exchangeable = TRUE, zero = 3),
data = eyesdata, trace = TRUE,
xij = list(op ~ lop + rop + fill1(lop)),
form2 = ~ op + lop + rop + fill1(lop) + age)
head(model.matrix(fit1, type = "Im")) # LM model matrix
head(model.matrix(fit1, type = "vlm")) # Big VLM model matrix
coef(fit1)
coef(fitl, matrix = TRUE) # Unchanged with 'xij'
constraints(fitl)
max(abs(predict(fit1)-predict(fitl, new = eyesdata))) # Okay
summary (fit1)
## Not run:
plotvgam(fit1,
se = TRUE) # Wrong, e.g., coz it plots against op, not lop.
# So set op = lop in the above for a correct plot.

## End(Not run)

# Example 2. This uses regression splines on ocular pressure.
# It uses a trick to ensure common basis functions.
BS <- function(x, ...)
sm.bs(c(x,...), df = 3)[1:1length(x), , drop = FALSE] # trick

fit2 <-
vglm(cbind(leye,reye) ~ BS(lop,rop) + age,
family = binom2.or(exchangeable = TRUE, zero = 3),
data = eyesdata, trace = TRUE,
xij = list(BS(lop,rop) ~ BS(lop,rop) +
BS(rop,lop) +
fil11(BS(lop,rop))),

form2 = ~ BS(lop,rop) + BS(rop,lop) + fill1(BS(lop,rop)) +
lop + rop + age)
head(model.matrix(fit2, type = "1m")) # LM model matrix
head(model.matrix(fit2, type = "vlm")) # Big VLM model matrix
coef(fit2)
coef(fit2, matrix = TRUE)
summary (fit2)

fit2@smart.prediction
max(abs(predict(fit2) - predict(fit2, new = eyesdata))) # Okay
predict(fit2, new = head(eyesdata)) # OR is 'scalar' as zero=3
max(abs(head(predict(fit2)) -
predict(fit2, new

head(eyesdata)))) # Should be @
## Not run:
plotvgam(fit2, se = TRUE, xlab = "lop") # Correct

## End(Not run)

# Example 3. Capture-recapture model with ephemeral and enduring
# memory effects. Similar to Yang and Chao (2005), Biometrics.
deermice <- transform(deermice, Lagl = y1)

M.tbh.lagl <-
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vglm(cbind(y1, y2, y3, y4, y5, y6) ~ sex + weight + Lagl,
posbernoulli.tb(parallel.t = FALSE ~ 0,
parallel.b = FALSE ~ 0,
drop.b = FALSE ~ 1),
xij = list(Lagl ~ filli(y1l) + fill1(y2) + fill1(y3) +
fill1i(y4) + fill1(y5) + filli(y6) +
yl +y2 +y3 + y4 +y5),
form2 = ~ sex + weight + Lagl +
fill1i(y1) + fill1(y2) + filli(y3) + filli1(y4) +
fill1(y5) + fill1(y6) +
yl +y2 + y3 + yd4 + y5 + y6,
data = deermice, trace = TRUE)
coef (M. tbh.lagl)

finney44 Toxicity trial for insects

Description

A data frame of a toxicity trial.

Usage
data(finney44)

Format
A data frame with 6 observations on the following 3 variables.

pconc a numeric vector, percent concentration of pyrethrins.
hatched number of eggs that hatched.
unhatched number of eggs that did not hatch.

Details

Finney (1944) describes a toxicity trial of five different concentrations of pyrethrins (percent) plus
a control that were administered to eggs of Ephestia kuhniella. The natural mortality rate is large,
and a common adjustment is to use Abbott’s formula.

References

Finney, D. J. (1944). The application of the probit method to toxicity test data adjusted for mortality
in the controls. Annals of Applied Biology, 31, 68-74.

Abbott, W. S. (1925). A method of computing the effectiveness of an insecticide. Journal of
Economic Entomology, 18, 265-7.

Examples

data(finney44)
transform(finney44, mortality = unhatched / (hatched + unhatched))



fisherzlink 301

fisherzlink Fisher’s Z Link Function

Description

Comp